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Abstract

The availability of automatic data analysis tools and large databases have enabled new
ways of studying language and communication that were not possible in the pre-information
era. Here we apply a quantitative analysis to a large dataset of USA congressional speeches
made over a period of 138 years. The analysis reveals that the readability index of congres-
sional speeches increased consistently until the 96th congress, and then started to decline.
Congressional speeches have also become more positive over time, and in general express
more sentiments compared to speeches made in the 19th century or early 20th century. The
analysis also shows statistically significant differences between Democratic and Republican
congressional speeches.
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1. Introduction

Speeches have been a primary methods of
communication in politics and public admin-
istration, and their pivotal role in the govern-
ment and Democratic process has been noted
since the ancient Greek and Roman govern-
ment systems (Champion, 2000; Pepe, 2013;
Triadafilopoulos, 1999; Fantham, 2003). As
these speeches reflect the agenda of the
speaker, analysis of the speeches can pro-
vide important insights about the way the
speaker use language to communicate their
views (Dowding et al., 2010; Eshbaugh-Soha,
2010; Schaffner, 1996; Boromisza-Habashi,

2010; Remer, 2008). The information era
enables the digitization of archives, making
very large databases accessible to large-scale
manual and machine analysis of the data.
That introduces a new approach to the use
of language analysis that can reveal insights
about political communication that are diffi-
cult to identify manually (Cardie and Wilker-
son, 2008; Grimmer and Stewart, 2013; Wilk-
erson and Casas, 2017).

Converting transcripts of political speeches
into numbers can help identify differences
and trends in the language used in the
speeches that are impractical to detect in
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large databases by manual inspection of the
text (Grimmer and Stewart, 2013). It is
clear that such quantitative analysis cannot
capture all information, as machine analysis
of text has not yet elevated to the analysis
power of the human brain. Namely, com-
puter analysis cannot yet fully “understand”
the content and context of the speech or de-
fine its political meaning. However, machine
analysis can reduce the speeches to text el-
ements that can be measured, and therefore
allows quantitative analysis and statistical in-
ference of the speeches.

Substantial work has been done in the
application of discourse analysis to politi-
cal communication (Mahdiyan et al., 2013;
Adeyanju, 2016; Bonikowski and Gidron,
2015; Reyes, 2015). Natural language pro-
cessing techniques have also been used to
determine ideology proportion in political
speeches (Sim et al., 2013), and multi-modal
methods that combine text analysis with au-
tomatic eye tracking provided additional in-
formation to the analysis of the text alone
(Scherer et al., 2012). It has also been shown
that a political position can be identified au-
tomatically from the speech transcript (Laver
et al., 2003). Frequency of certain terms and
words has also been used to show similarities
and differences between politicians, and can
be measured directly through their speeches
(Savoy, 2010), or indirectly through social
media and other content related to the politi-
cians (Chung and Park, 2010). Analysis of
political speeches was also applied to identify
gender-related language differences in parlia-
mentary speeches (Sensales et al., 2018).

The US Congressional Record is one of the

longest spanning and most significant collec-
tions of political documents available. Ex-
amining this set of speeches has the poten-
tial to yield useful information about histori-
cal trends in legislative priorities, speech pat-
terns, and other features of debate and politi-
cal communication in congress. As discussed
above, making such discoveries manually is
difficult due to the large size of the data.

Previous approaches to analyzing trends
in the US Congressional Record using au-
tomation have focused on features designed
specifically for legislative speeches. Quinn
et al. (2006) examined the probability of
speeches to be related to a given legisla-
tive topic between 1997 and 2005. Their
analysis provided clear descriptions of the
length of debate on various issues (Quinn
et al., 2010). Another method of analy-
sis sought to measure changes in partisan-
ship over time based on the association bi-
grams with a political party (Gentzkow et al.,
2019). The study determined that partisan-
ship remained stable from 1873 until 1994,
after which an increase in partisanship of con-
gressional speeches was identified (Gentzkow
et al., 2019). Yu (2013) used computational
methods to show gender differences between
congressional speeches of male and female
legislators between the years of 1989 and
2008. Analysis of the frequency of congres-
sional speeches in the 103rd (1993-1994) and
109th (2005-2006) congresses showed that fe-
male legislators speak at higher rate than
male legislators (Pearson and Dancey, 2011).
Yu et al. (2008) used automatic document
classification to identify the party of the
speech automatically, and identified changes
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of the speeches across different years, re-
flected through changes in the classification
accuracy of speeches based on the time dif-
ference between the training and test data.
Diermeier et al. (2012) used a support vec-
tor machine (SVM) classifier to identify terms
that distinguish between liberal and conser-
vative speeches in the 101st to 108th con-
gresses. Thomas et al. (2006) used automatic
text classification to identify automatically
whether a speech supports or opposes its rel-
evant bill.

Here we applied quantitative text analysis
to examine changes in congressional speeches
over 138 years. The approach is based on
multiple text measurements computed from
each speech, and averaged in each year to ob-
tain statistical signal reflecting the trends of
these measurements.

2. Data

The initial dataset used in this study
is a corpus of nearly 1.9 · 106 congres-
sional speeches made between 1873 and 2010,
retrieved from the Congressional Record1.
Clearly, many of these speeches were made
prior to the information era, and when no
digital storage devices were available. The
speeches were therefore digitized by applying
Optical Character Recognition (OCR) to the
records provided by HeinOnline2 (Gentzkow
et al., 2018). The data used in this study
is the subset parsed from the bound editions

1https://www.congress.gov/congressional-
record/

2https://home.heinonline.org/
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Figure 1: The number of congressional speeches in
different decades.

of the Record, which currently spans from
the 43rd (1873) through the 111th (2010)
congress. The dataset also contained many
transcripts of short comments that were not
political speeches. An example of such com-
ment is “Mr. Chairman, how much time do
we have remaining?”. Another example is
“Mr. Speaker , I demand a recorded vote”.
Clearly, these are comments that do not ex-
press a political view, and therefore cannot be
analyzed as speeches. To exclude such com-
ments, text files that contained less than 1000
characters were not included in the dataset.
After the exclusion of short comments, the
dataset contained 959,237 text files such that
each text file is a single congressional speech.

The number of speeches in each year can
be different, and the speeches are not equally
distributed. Figure 1 shows the number of
speeches in different decades. As the figure
shows, the number of speeches generally in-
creases in time.
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3. Text analysis

Analyzing data at the scales described in
Section 2 cannot be done manually, and re-
quire automation. For that purpose, the open
source UDAT text analysis software (Shamir,
2020) was used. UDAT computes multiple
different aspects of the text, providing a com-
prehensive numerical analysis of large text
datasets. Unlike some document classifiers,
UDAT does not rely solely on the frequency
of certain keywords appearing in the text,
but also on elements that reflect the struc-
ture and writing style (Shamir et al., 2015;
Alluqmani and Shamir, 2018). These text el-
ements are quantified to show differences be-
tween the different classes of the text data.

To analyze and compare the speeches, sev-
eral quantifiable text descriptors were ex-
tracted from each speech:
1. Coleman–Liau readability index: The
purpose of the Coleman–Liau readability in-
dex (Coleman and Liau, 1975) is to estimate
the reading level of the text, and associate
the text with a grade. For instance, a Cole-
man–Liau readability index of 3 means that
the text is estimated to be at a reading level
suitable for a third grade student. The index
is computed by 0.0588 · 100·w

c
+ 0.296 · 100·s

w
−

15.8, where w is the number of words in the
text, c is the number of characters in the text,
and s is the number of sentences.
2. Word diversity: Word diversity is de-
termined by W

w
, where w is the total number

of words in the speech, and W is the size of
the vocabulary of the speech (total number of
unique words). If the same word appears in
the text more than once, every appearance of

the word after its first appearance in the text
will increment w but will not affect W . If no
word appears in the text more than once, the
number of unique words is equal to the to-
tal number of words, and therefore the word
diversity of the text is 1, which is the maxi-
mum possible value. The words are stemmed
using CoreNLP (Manning et al., 2014) to cor-
rect for different forms of the same word.
3. Word homogeneity: The word homo-
geneity measures the change in the frequency
of words throughout the speech. The text file
of the speech is separated into 10 equal-sized
segments, and the homogeneity hi of word
i is determined by hi = max(Fi) −min(Fi),
where Fi is a set of the frequencies of the word
i in the each of the text segments. Words that
have frequency of less than 0.001 are ignored
to avoid the impact of rarely used words. The
homogeneity is then determined by the mean
hi. The word homogeneity is measured with
an inverse scale. If the same words are used
consistently throughout the text the word ho-
mogeneity is expected to be relatively low,
while if a different set of words is used in dif-
ferent parts of the speech the word homogene-
ity is expected to be high.
4. Total number of words: The total num-
ber of words is a measurement of the length
of the speech.
5. Sentiments: The sentiment expressed in
each sentence in each speech was estimated
using CoreNLP (Manning et al., 2014), such
that each sentence is assigned with a senti-
ment value between 0 through 4. Sentiment
of 0 means very negative, 1 is negative, 2 is
neutral, 3 is positive, and 4 is very positive.
The sentiment of each sentence is computed
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by using the 215,154 labeled phrases and a
parse tree of 11,855 sentence combinations,
and the text is analyzed with a deep recurrent
neural tensor network (Socher et al., 2013).
The sentiment tree bank can be found in the
CoreNLP website3.
6. Topic words: The frequency of words
related to certain topics. The frequency
of topic words is measured by the num-
ber of words associated with the topic di-
vided by the total number of words of the
text file. The topics are sports, mathemat-
ics, science, states, shapes, school, positive
words, negative words, languages, elections,
food, money, driving, military, law, coun-
tries, dance, emotions, boats, energy, fam-
ily, music, land, art, astronomy, colors, an-
imals, dog breeds, cat breeds, fish, birds, rep-
tiles, cars, beach, weather, fall, spring, sum-
mer, winter, vacation, farm, medicine, trees,
transportation. times, clothing, shoes, hats,
buildings, birthday, monsters, office, tools,
camping, castles, fruits, circus, cooking, ge-
ography, kitchen, jobs, leaders, house, restau-
rants, roads, rocks, weapons, containers, ac-
quaintances, yard, flowers, self, female, male.
The topic words are taken from the Enhanced
Learning thesaurus4. CoreNLP is used to
identify the words by their stems, so that dif-
ferent forms of the same word are not counted
as different words.

The analysis was done such that the feature
values were averaged for each year, and the
standard deviation and standard error were

3https://nlp.stanford.edu/sentiment/treebank.html
4http://www.enchantedlearning.com

determined. In addition to the mean and
standard deviation of all speeches made in
each year, the features were also computed
for the Democratic and Republican speeches
separately, to identify possible patterns of dif-
ferences between parties. More information
and access to the software and source code
used in this paper can be found in (Shamir,
2020).

4. Results

The results show substantial differences be-
tween speeches in different years. Some of the
differences were natural to the wide span of
years examined in this study. For instance,
the use of words related to computers and the
Internet were extremely low in speeches made
in the 19th century, as these terms did not
exist at the time, or had different meaning
(e.g., the word ‘’computer”) that was less of a
political concern during that time. Other dif-
ferences can be directly linked to the political
situation of the time. For instance, Figure 2
shows the frequency of words and terms re-
lated to energy (e.g., “oil”, “gas”, “electric”,
etc) in congressional speeches.

As the graph shows, the frequency
of energy-related words in congressional
speeches has been increasing gradually since
1873. A spike in the frequency of energy
terms can be identified around the year of
1973, and can be linked to the Organiza-
tion of Arab Petroleum Exporting Countries
(OAPEC) embargo, naturally attracting the
attention of the legislators during that time.
Another increase in the frequency of energy
terms is noticed in 2008, when gas prices
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Figure 2: Mean frequency of energy words in con-
gressional speeches in different years. The error bars
show the standard error of the mean.
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soared. Interestingly, during the OAPEC em-
bargo Democrats used energy terms more fre-
quently than Republicans, while in 2008 Re-
publicans mentioned energy in their speeches
more frequently than their Democrat col-
leagues.

Figure 3 shows the change in frequency
in words that identify women such as “she”,
“her”, “hers”, etc, as well as equivalent words
that identify men. The figure clearly shows a
sharp increase in the use of words that iden-
tify women starting the 1980s. The frequency
of words that identify men has been decreas-
ing, until reaching almost the same level as
the frequency of words that identify women.

The data also show that in the years of
2000-2010 Democratic speeches used more
words that identify women compared to Re-
publican speeches. Table 1 shows the mean
frequency of women identity words in the
2000s and in the 1870s. The table shows that

Table 1: Frequency of words that identify women
in Democratic and Republican speeches during the
2000s and the 1870s.
Decade Democrats Republicans t-test P
2000s 0.002954±3 · 10−5 0.002525±3 · 10−5 < 10−5

1870s 0.000537±2 · 10−5 0.000514±2 · 10−5 0.41
t-test P < 10−5 < 10−5

in the 1870s the frequency of women term
was very low, and nearly equal between the
different parties. In the 2000s, words related
to women identity are more than five times
more frequent than in the 1870s, and there
are also differences between the frequency of
such words in Democratic and Republican
speeches.

Figure 4 shows the change in the Coleman-
Liau readability index. The graph shows
a stable readability index of 7.5 to 8 un-
til the 1930s, showing that in the late 19th
century and the early 20th century con-
gressional speeches were indexed at around
the high middle school reading level. Since
the 1930s, Starting the 1930s congressional
speeches showed a constant increase in the
readability index, peaking at around 10 in
1976, which is a ∼23% increase since 1939.
In the late 1970s the trend reversed, and the
readability index started to decrease gradu-
ally until an average index of below 9 in the
beginning of the 21st century. One possible
explanation to the simpler language of the
speeches starting the 1970s can be related
to the growing presence of the media that
started during that time (Graber and Dun-
away, 2017). With the media coverage of the
congress activities, politicians could speak to
an audience of legislators, but at the same
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Figure 3: Mean frequency of words that identify women (left) and words that identify men (right) in
congressional speeches in different years.
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Figure 4: The mean Coleman-Liau readability index
of congressional speeches in different years.
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time also communicate the speech to the gen-
eral public through the media.

The graph also shows that Democratic
speeches have a higher readability index com-
pared to Republican speeches, and the differ-
ence has been becoming wider in the more
recent years. Table 2 shows the mean read-

Table 2: Coleman-Liau readability index of Demo-
cratic and Republican speeches in different decades.
Decade Democrats Republicans t-test P
2000s 8.95±0.008 8.67±0.009 < 10−5

1980s 9.58±0.008 9.41±0.008 < 10−5

1930s 8.04±0.011 8.18±0.013 < 10−5

1870s 7.66±0.014 7.52±0.013 < 10−5

ability index of Republican and Democratic
speeches in several different decades. While
Democratic speeches normally have a higher
readability index than Republican speeches,
in the 1930s that difference was reversed, and
Republican speeches had higher readability
index during that time.

Although word diversity is not mathemat-
ically related to the Coleman-Liau readabil-
ity index, the diversity of words in a speech
can provide another measurement of the com-
plexity of the speech. Figure 5 shows that
word diversity decreased gradually in the
19th century, and then increased during the
20th century until the 1970s. Starting the
1970s word diversity in speeches declined,
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Figure 5: The mean word diversity in congressional
speeches in different years.

 

0.42

0.43

0.44

0.45

0.46

0.47

0.48

0.49

0.5

0.51

1870 1890 1910 1930 1950 1970 1990 2010

W
o

rd
 d

iv
er

si
ty

Year

Democrat Republican

and then increased again in the 21st cen-
tury. The profile of change in word diversity
is largely in agreement with the change in the
readability index, although the two measure-
ments are mathematically independent from
each other.

As the figure shows, word diversity in-
creased starting around the 1930s, peaked in
1969, and then gradually decreased until the
beginning of the 21st century. That profile
is very similar to the profile of change in the
readability index, although the two measure-
ments are independent. The graph also shows
sudden increases of words diversity, mostly in
Republican speeches in 1917, 1942, 1951, as
well as a certain increase also in 1991. In-
terestingly, these are all years in which a war
started. The year of 1874 was not used in
the analysis due to a higher number of ty-
pos in the transcripts in these years, making
1874 different from other years in which the
transcripts were accurate.

Table 3 shows the differences between word
diversity in Republican speeches and Demo-

Table 3: Diversity of words in Republican and Demo-
cratic congressional speeches.
Year Democrats Republicans t-test P
2000s 0.472±0.0003 0.47±0.0004 < 0.0001
1990s 0.47±0.0003 0.474±0.0003 < 0.0001
1980s 0.482±0.0003 0.484±0.0003 < 0.0001
1970s 0.484±0.0003 0.488±0.0004 < 0.0001
1960s 0.482±0.0003 0.486±0.0004 < 0.0001
1950s 0.469±0.0004 0.472±0.0005 < 0.0001
1940s 0.463±0.0005 0.465±0.0007 0.02
1930s 0.459±0.0005 0.461±0.0007 0.02
1920s 0.461±0.0007 0.468±0.0006 < 0.0001
1910s 0.456±0.0006 0.462±0.0005 < 0.0001
1900s 0.431±0.0009 0.453±0.0007 < 0.0001
1890s 0.443±0.0008 0.451±0.0007 < 0.0001
1880s 0.450±0.0007 0.452±0.0007 < 0.04
1870s 0.457±0.0009 0.466±0.0007 < 0.0001

cratic speeches in different decades. The ta-
ble shows that Republican speeches had a
higher diversity of words until the 21st cen-
tury, in which the word diversity in Demo-
cratic speeches became higher. The difference
has also increased during the first decade of
the 21st century, and in 2007 through 2010
the difference was 0.01 or higher, which is the
highest difference since the beginning of the
20th century.

Figure 6 shows the change in word homo-
geneity. The graph shows that word homo-
geneity had been declining, which means that
more recent congressional speeches tend to
use the same set of words throughout the
speech. Democratic speeches are more ho-
mogeneous than Republican speeches. The
mean homogeneity of a Democratic speech is
0.0604±4 · 10−5, while Republican speeches
have an average measured homogeneity of
0.0617±4 · 10−5. The two-tailed t-test sta-
tistical significance of the difference is (P <
10−5).

Congressional speeches have also changed
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Figure 6: The mean word homogeneity in congres-
sional speeches in different years.
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in length. Figure 7 shows the change in
the mean number of words in a congressional
speech in each year. The graph shows that
congressional speeches were generally longer
in the end of the 19th century, and became
much shorter during the 20th century. Start-
ing the 1980s, congressional speeches grad-
ually became longer until the beginning of
the 21st century, when the trend reversed
and congressional speeches started to become
shorter. For instance, in the 43rd through the
46th congress (1873-1876) an average con-
gressional speech was ∼758±19 word long,
while in 57th through the the 61st congress
(1901 through 1909) the average congres-
sional speech was reduced to ∼652±5 words.

The graph also shows substantial differ-
ences between the length of Democratic and
Republican speeches. For instance, in the
decade of 1900-1909 the average length of
a Democratic speech was 933±12.5 words,
while the average Republican speech during

Figure 7: The average number of words in speeches
of Republican and Democrat legislators in different
years.
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the same time was 679±7.68 words long. In
2000 through 2009 the differences became
much smaller, with slightly longer Republi-
can speeches. During that time, the average
Democratic speech was 703±2.7 words, while
the average Republican speech was 718±3.5
words.

Another element that changed in congres-
sional speeches over time is the sentiment
expressed in the speeches. Figure 9 shows
the change in negative, very negative, posi-
tive, and very positive sentiments expressed
in congressional speeches. The graph shows
that both very positive and very negative
sentiments became generally more common
in the more recent years. The expression of
stronger sentiments in congressional speeches
forms a trend that changes in different years.
Staring the 1980s, congressional speeches be-
came less negative, and expressed more pos-
itive sentiments. The early 1960s were the

9



years in which the positive sentiments ex-
pressed in speeches increased, peaking in
1964. The year of 1964 also shows substantial
difference between the sentiments expressed
in Democratic speeches and the sentiments
expressed in Republican speeches. The peak
in sentiments during that year and the dif-
ferences between Democratic and Republican
speeches could be related to the Civil Rights
Act that was signed during that time.

The difference in sentiments expressed in
speeches also changed between Republican
and Democratic speeches. In the 2000s
the average frequency of positive sentences
in Democratic speeches was 0.1129±0.0003,
while it was 0.1147±0.0004 in Republican
speeches (P < 0.0001). The frequency of neg-
ative sentences in the same decade showed
higher average frequency of 0.284±0.0006
in Democratic speeches, compared to aver-
age frequency of 0.278±0.0007 in Republican
speeches (P < 0.0001).

The difference in sentiment could be re-
lated to the political affiliation of the pres-
ident at the time. Table 4 and Figure 8
show the frequency of negative sentiments
from 2000 through 2010. Interestingly, the
table shows that Democratic speeches ex-
pressed more negative sentiments in the years
of 2000-2006, when the president was Repub-
lican, while in 2008-2010, when the president
was Democrat, Republican speeches became
more negative. In 2007 and 2008 no statis-
tically significant difference in the negative
sentences was identified.

However, the difference in negative sen-
timents does not change consistently with
the political party of the president. For

Table 4: Frequency of sentences expressing negative
sentiments in Republican and Democratic speeches.
Year Democrats Republicans t-test P
2000 0.2422±0.0027 0.2366±0.0027 0.14
2001 0.302±0.002 0.2886±0.0022 <0.0001
2002 0.2887±0.0027 0.2812±0.0030 0.06
2003 0.3152±0.0019 0.3008±0.0021 <0.0001
2004 0.2448±0.0029 0.2229±0.0031 0.0002
2005 0.2983±0.0021 0.2775±0.0022 <0.0001
2006 0.2864±0.0026 0.2717±0.0027 <0.0001
2007 0.3047±0.0017 0.3048±0.0019 0.97
2008 0.3183±0.0020 0.3204±0.0022 0.48
2009 0.2519±0.0020 0.2715±0.0022 <0.0001
2010 0.2734±0.0028 0.2832±0.0034 0.02

Figure 8: Frequency of sentences expressing negative
sentiments.
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instance, in 1995 through 1999 Demo-
cratic speeches expressed more negative sen-
timents compared to Republican speeches
despite a Democrat president during that
time. Overall, no statistically signifi-
cant difference in negative sentiments be-
tween Democratic and Republican speeches
was identified between 1993 through 2000.
During the Reagan administration, sen-
tences that express negative sentiments
were slightly more frequent in Democratic
speeches (0.3466±0.0007) compared to Re-
publican speeches (0.3448±0.0007), but with
no statistical significance (P'0.07). While
Democratic speeches tend to include more
negative sentences than Republican speeches
between 1980 through 2010, Republican
speeches were more negative during the 1930s
and 1940s. In the 1930s, the frequency of
negative sentences in Democratic speeches
was 0.339±0.001, compared to 0.345±0.001
in speeches of Republican legislators.

5. Conclusions

The accessibility of digital archives and
availability of computational tools enables
data-driven analysis of text, providing a new
approach to studying language and commu-
nication (Cardie and Wilkerson, 2008; Grim-
mer and Stewart, 2013; Wilkerson and Casas,
2017). Here we used a large corpus of ∼
106 congressional speeches to analyze changes
and trends in congressional speeches over
time, as well as differences between speeches
made by Republican and Democrat legisla-
tors. The large dataset of speeches covering
a wide range of more than 100 years enables

the analysis of the trends of changes in con-
gressional speeches. Given the comprehen-
sive analysis of a large number of text de-
scriptors, this work can be used as a resource
for further analysis of the long-term links be-
tween political speeches and other events or
processes with political or societal nature.

The analysis shows a sharp increase in
words related to women identity starting
the 1980s. That change can be related to
the change in the number of women in the
congress, which has been increasing consis-
tently since the 97th congress (1981). It can
also be related to the higher number of bills
related to topics relevant to women, which
is naturally also a function of the number of
women representatives.

An interesting trend was revealed by the
Coleman-Liau readability index. The analy-
sis shows a gradual increase in the readabil-
ity index from a middle school level to high
school level in the late 1970s, followed by a
gradual and consistent decrease. The analy-
sis also shows that speeches made by Demo-
crat legislators have higher readability index
compared to speeches of Republican legisla-
tors, and the difference has been becoming
larger since the beginning of the 21st century.
A very similar observation was made with the
diversity of words, which is mathematically
unrelated to the readability index but shows
a very similar profile. The partisan split in
the Coleman-Liau index correlates with the
rise in partisanship beginning around 1995,
as examined by Gentzkow et al. (2018), who
identified textual framing of the Republican
platform in 1994 with the increasing linguis-
tic differences between parties.
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Figure 9: The frequency of positive sentiments (top left), very positive (top right), negative (bottom left)
and very negative (bottom right) sentiments expressed in congressional speeches.
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The divergence in Coleman-Liau index sug-
gests that such a modern partisan split may
affect the style and form of their speeches
as well as their content. The consistent de-
cline in the readability index and diversity
of words used in speeches can also be re-
lated to political speeches aiming at com-
municating with the general public through
the media. The role of the media in increas-
ing the power of the president was noticed
by legislators at the time. For instance, in
1970 senator William Fulbright told congress
that “Television has done as much to ex-
pand the powers of the president as would
a constitutional amendment formally abol-
ishing the co-equality of the three branches
of the government” (Graber and Dunaway,
2017). The congress resisted radio and tele-
vision broadcasting of most sessions until the
1970s (Graber and Dunaway, 2017). It is
therefore possible that the increase in the
broadcasting of speeches through the media
and the presence of journalists in the congress
gradually changed the purpose of speeches, as
legislators started to address the media and
the general public through their speeches.

Sentiment analysis shows that more recent
speeches express stronger sentiments com-
pared to speeches made in the 19th century,
but negative sentiments expressed in speeches
have been declining since the 1980s. Dif-
ferences between parties show more nega-
tive sentiments in Republican speeches dur-
ing the 71st through the 79th congress (1930s
and 1940s). That changed in the follow-
ing years, when Democratic speeches be-
came somewhat more negative than Republi-
can speeches. The analysis shows that since

2000, speeches of legislators from the opposite
party of the president at the time the speech
was made were more negative than speeches
from legislators from the same political party
as the president.

Due to the large size of the data, it is clear
that the analysis done in this study is not pos-
sible without automation. The availability of
computational tools for automatic text anal-
ysis enables new type of research of political
communication, providing insights that are
difficult to identify and quantify with tradi-
tional manual analysis. The method used in
this study can be used for quantitative anal-
ysis of other large datasets of text data, en-
abling the detection of subtle trends and dif-
ferences that are difficult to identify by man-
ual analysis of the text.
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