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ABSTRACT
As recent machine translation models are mostly based on the attention-based neural machine translation (NMT), many well-known models such as Transformer or bidirectional encoder representations from Transformers (BERT) have been proposed. Along with algorithmic advancements, hardware acceleration methods for those attention-based neural machine translation models have also been introduced. However, the size of the parameters for attention-based NMT is also becoming larger to guarantee the satisfactory machine translation quality. Among various weights, linearization weights (\(W^Q\), \(W^K\), \(W^V\), and \(W^O\)) account for a non-negligible portion (by up to 30%) among the entire parameters in the modern NMT models. In this paper, we propose a method for linearization weight compression and near-memory hardware decoder for fast and in-situ weight decompression. Our weight compression method exploits the fixed-point quantization along with Huffman coding which is selectively applied depending on the weight value distribution. Our hardware decoder decompresses the Huffman-coded weights near-memory to minimize the weight decoding latency. Our compression method shows 4.9–10.0 compression ratio with small NMT score drops across the five widely used attention-based NMT models (Transformer, Transformer-XL-base, Transformer-XL-large, BERT-base, and BERT-large). In addition, due to the reduced linearization weight size, our proposed method with near-memory decoding enables multi-head attention (MHA) execution latency reduction by 11.8%, on average, as compared to the baseline when considering the weight loading and initialization. In terms of the memory data transfer energy consumption, our proposed method leads to a memory energy saving of 16.1%, on average, as compared to the baseline.
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I. INTRODUCTION
Recent trends in machine learning-based translation mostly focus on the neural machine translation (NMT). In the early stages of the NMT, recurrent neural networks (RNNs) or long short-term memories (LSTMs) have been typically used. However, the advent of attention-based models such as Transformer [1], bidirectional encoder representations from Transformers (BERT) [2], etc., has opened a new era of the NMT because these attention-based models provide better accuracy for machine translations. Even further, recent advancement of the Transformer-based large language models (e.g., GPT-3 [3]) enables revolutionary artificial intelligence (AI)-based services such as AI-based chatbots (e.g., ChatGPT [4], LaMDA [5], etc.).

The attention-based models generally consist of the combination of multiple encoder and decoder layers. Inside of the encoder and decoder layers, multi-head attention (MHA)
is a key operation. In the MHA, linearization, which is performed to map tokens (outputs) into matrices before (after) the scaled dot-product attention, requires access to a huge amount of the weights \((W^Q, W^K, W^V, \text{and } W^O)\). This high memory requirement for MHA linearization necessitates high capacity and bandwidth for both memory and storage. In this paper, we refer to these weight \((W^Q, W^K, W^V, \text{and } W^O)\) as ‘linearization weights’ because these weights are used to project the input matrix into another matrix with linear transformation. It is also known that linearization weights account for 30.0% of the total attention-based weights in the case of BERT-large [2] model. Thus, reducing the linearization weight size can be beneficial for storage and memory capacity usage and energy efficiency. In particular, for enabling NMT inferences in resource-constrained systems, the weight size reduction is of paramount significance. As revealed in [6] and [7], the compression of the weights significantly reduces storage requirements and energy consumption for data transfer.

The recent efforts on attention-based NMT model acceleration or system design have mostly focused on the MHA accelerator. Since the MHA operations incorporate many complex operations, hardware acceleration of MHA could be beneficial for improving performance of the attention-based NMT models. Compared with the graphics processing unit (GPU) based execution, the customized hardware accelerators can significantly improve performance and energy efficiency [8], [9]. Apart from the hardware acceleration, weight quantization and data compression have also been explored [10], [11], [12], [13]. For instance, 3-bit quantization of the attention weights and its hardware-based acceleration have been introduced in [13]. While the most of the recent works have focused on the multi-head attention acceleration and data reduction, the linearization weights reduction has been largely overlooked.

In this paper, we focus on the linearization weights (i.e., \(W^Q, W^K, W^V, \text{and } W^O\)) used in the linearization step (i.e., linear projection of the input tokens and outputs: see Section II-A for details) before the MHA operations. We propose a linearization weight quantization and Huffman coding-based compression method. We employ fixed-point weight quantization for all linearization weights (i.e., for the entire encoder and decoder layers in the model). In addition, to achieve far better data compression ratio, we also employ Huffman coding for over 98% of the linearization weights, which are distributed within a certain range \([X, Y]\) where \(X\) and \(Y\) are determined by considering the weight distribution. By employing our weight compression method, we can reduce the linearization weight size by up to \(10\times\) as compared to the single precision floating point 32-bit (FP32) or tensor float 32-bit (TF32) element-based linearization weights. Although our method could also be employed for weights used in feed-forward networks in attention-based NMT models, too aggressive quantization might adversely affect the accuracy of the NMT model, which is another reason why we focus on the linearization weights in this work.
The most well-known model for modern NMT is Transformer [1], which is basically composed of sequence-to-sequence (seq2seq) model. The seq2seq model is generally composed of multiple encoders and decoders where the numbers of encoders and decoders are tunable hyperparameters depending on the detailed model configuration. The internal architecture of the encoder and decoder is same though the encoders are executed first while the decoder layers generally accept the outputs from the encoder layers. For the internal architecture of the attention, the most widely used attention mechanism is MHA. The MHA accepts the query, key, and value as inputs. They are multiplied with the linearization weights \((W^Q, W^K, \text{and } W^V)\) in the linearization step (‘linear’ in Fig. 1). This step performs a linear projection of the input tokens, translating the words into the query, key, and value matrices. The results from the linearization are fed into the scaled dot-product attention. The attention results are concatenated (‘concat’ in Fig. 1) and finally linearized again with the linearization weight \(W^O\) (projecting the concatenated output matrices into a format that can be fed into the following feed-forward network).

Modern attention-based NMT models have a huge size of the linearization weights. For example, in Transformer model [1], there are 18 MHAs (6 and 12 in the encoders and decoders, respectively) and there are \(2^{20}\) weight elements for each linearization weight \((W^Q, W^K, W^V, \text{and } W^O)\) in each of MHA. Since there are four types of the weights, \(2^{20} \times 2^2 \times 18\) linearization weight elements exist. As a single element size is 4-byte (FP32), the total size of the linearization weights is 288MB, which is very huge and hard to be fit into the on-chip memory of the accelerators, GPUs, or central processing units (CPUs). It inevitably entails a large amount of the data transfer due to the limited on-chip data reuse. In addition, the linearization weights are very frequently used in the inference of attention-based NMT models as they are used in the linearization of the multi-head attention (MHA) in all the layers of the model.

**B. DATA COMPRESSION FOR NMT MODELS**

For lightweight NMT models, one of the most widely used methods is data compression. The data compression methods can be broadly classified into two types: lossy versus lossless compression. The lossy compression for NMT models is typically done by quantization which approximates high-precision data to low-precision data. The low-precision data has the less number of bits as compared to the high-precision data, leading to data losses. The data size and precision reduction can also result in better performance and energy efficiency as it simplifies the operation and reduces the amount of data transfer. However, since the data is lost with quantization, it is important to find the best trade-off between the data size and accuracy (i.e., NMT score).

Apart from the lossy compression, we can also employ lossless compression. One of the most well-known lossless compression methods is an entropy-based approach, for which Huffman coding and arithmetic coding are the most prominent techniques. Huffman coding considers symbols’ occurring probability in the data stream, generating a Huffman tree (or often stored in the form of the table) for codebook information during compression. For example, the higher occurring probability a certain symbol shows, the less bit sequence it requires, meaning that we can obtain better compression ratio. Since the symbol occurring probability will be different across the data, a unique Huffman tree is built for each data stream. When encoding the data, based on the Huffman tree, each symbol is encoded to a pre-defined bit sequence. Finally, the sequence of the symbols will be encoded as a form of the bitstream. When decompressing (decoding) the encoded bitstream, we also need Huffman tree which was built during the encoding. The bitstream is sequentially decoded by referring to the codebook defined by the Huffman tree. On the other hand, arithmetic coding maps the data into a real number space (0, 1]. Thus, a certain bitstream can be translated into one real number. However, when encoding the data into the bits, there could be an underflow, meaning that we cannot map a certain symbol into the number space due to the limited bit precision. Thus, we can utilize a range scaling method (e.g., [7]) to prevent the underflow.

**C. BASELINE ARCHITECTURE**

Modern NMT workloads are typically executed in GPU-based or machine learning (ML) accelerator-based systems. Since many ML accelerators only support reduced precision such as fixed-point or integer while many NMT models are still based on FP32 precision, the GPUs are primarily used for NMT acceleration in data centers or servers [15], [16]. For baseline system architecture, we assume a generic GPU-based system, which employ GPUs with GDDR-based off-chip memory (or HBM-enabled 3D-stacked memory [14]). For attention layer execution, the weights are loaded into the GDDR memory (or HBM-enabled 3D-stacked memory) and GPU processing cores (e.g., tensor cores) are used for computation.

**III. LINEARIZATION WEIGHT COMPRESSION AND NEAR-MEMORY DECOMPRESSION**

**A. OVERALL EXECUTION FLOW**

Fig. 2 illustrates the overall execution flow and system architecture of our method. In the offline phase, after the linearization weights \((W^Q, W^K, W^V, \text{and } W^O)\) are generated through the model training, we apply our weight quantization and compression with Huffman coding to the linearization weights. We then store the compressed weight bitstream and metadata to the memory or storage. A Huffman table, which has also been generated during the Huffman coding-based compression, is stored as a form of the lookup table in our proposed hardware decoder for decompressing the bitstream. In the online phase (i.e., runtime NMT inference), our compression method requires decompression before the linearization because the compressed bitstream cannot be directly used in the linearization. Hence, the compressed weight bitstream and metadata are fed into our proposed...
Encoder-decoder architecture of the attention-based neural machine translation.

Our system architecture is established as follows. We use the GPU system configuration as in [14], [17]. We use 2.5D architecture where HBM2 DRAM\(^1\) and logic dies are stacked on the silicon interposer as shown in Fig. 3. Through the high-speed interconnection, the data is transmitted between HBM2 DRAM/logic and GPU. After decoding, the decoded weights (or a part of the decoded weights) are temporarily stored in the HBM2 DRAM. Since the HBM2 DRAM works as the GPU memory, the decoded weights are directly served from the GPU memory to the GPU core, which will be used for the inputs of the linearization.

**B. LINEARIZATION WEIGHT QUANTIZATION AND COMPRESSION**

Our proposed weight quantization and compression method is performed in two steps. Firstly, we quantize each FP32 weight element into a fixed-point element and selectively apply Huffman coding for most of the elements (i.e., elements which reside in the middle part of a Gaussian distribution representing the distribution of linearization weights). In the following subsections, we explain our quantization and selective Huffman coding-based compression method in details.

1) QUANTIZATION

For quantization of the linearization weights \(W^Q, W^K, W^V,\) and \(W^O\), we utilize the fixed-point quantization. We use the Q-format to represent fixed-point numbers where the notation of \(Q_{m,n}\) means that the fixed-point numbers in this format have \(m\) number of bits for the sign+integer part and \(n\) number of bits for the fractional part. As in typical quantization methods, we map each 32-bit floating point (FP32) weight element into the nearest fixed-point values. We use the fixed-point conversion method as shown in Fig. 4. We multiply \(2^n\) to the FP32 value and apply the round operation to make it into a signed binary integer format with \(m+n\) bits.

In case we cannot fit the value into the range (i.e., out of range or overflow) with \(m+n\) bits, we cannot quantize this FP32 value. In this case, we need to set higher \(m\) and \(n\) values for fixed-point quantization.

2) SELECTIVE HUFFMAN CODING

Along with quantization, we additionally apply Huffman coding for elements whose values are distributed within a certain range. By applying Huffman coding, we can further achieve even higher compression ratio for linearization weights. As shown in Fig. 5, the weights typically show

---

\(^1\)High-bandwidth memory (HBM) 2 is a 3D-stacked DRAM technology. Since it provides much higher memory bandwidth as compared to the commodity DRAM modules, it is typically used for data-intensive workloads.
Gaussian distribution and most of the elements are distributed within the center range. Thus, we apply Huffman coding to the weight values distributed within the range of \([X, Y]\) while the rest of the elements (i.e., out of the range) are maintained with the fixed-point elements. In the example shown in Fig. 5, we apply Huffman coding to the weight elements distributed within the range of \([-0.2, 0.2]\). The \(X\) and \(Y\) are the tunable parameters which can be determined by considering the distribution of the linearization weights and desired compression ratio.

For lossless compression, we also need to generate metadata during the compression. We first require a table which maintains the information of mapping between the fixed-point weight and Huffman-coded bit sequence (i.e., a codebook for Huffman coding). The second information we need is the bitmap that indicates whether the corresponding element is Huffman-coded or not. If the bit in the bitmap is 1, the corresponding element is Huffman-coded and vice versa. To reduce the decompression hardware complexity, we divide the compressed bitstream in fixed size chunk(s). In this paper, we generate each weight chunk with a size of 128B (1024b), meaning that there can be non-useable bits in the last part of the weight chunk. In this case, we put the zero-bit padding in the remaining part of the chunk. It simplifies the hardware logic, which makes a uniform size for each weight chunk.
In the metadata, we have in the compressed weight chunk. In Fig. 6, we also have the elements with quantization (i.e., fixed-point) weight elements. Decompressing the Huffman-coded bitstream requires non-negligible latency because the Huffman-coded bitstream should be decompressed sequentially. As we need the entire weight elements ($W^Q$, $W^K$, $W^V$, and $W^O$) for the linearization, the fast in-situ weight decoding is crucial for system performance and energy efficiency.

As shown in Fig. 7, the decoding procedure works as follows. The compressed weight bitstream is managed as multiple chunks while a single weight chunk size is 128B (please refer to Section III-B2 for further details). The corresponding bitmap is sliced and managed as multiple blocks of the bitmaps, which is maintained in a pair-wise manner with the compressed weight chunk. The access to the weight bitstream is performed with the sliding window, which designates a sliced weight bitstream. The sliced weight bitstream is fed into the lookup table (or just passed in the case of non-Huffman-coded weight elements) and decoded weight elements are delivered to the GPU memory for the matrix multiplication (i.e., linearization) with input token or concatenated matrix.

Fig. 7 illustrates the hardware architecture of a single hardware decoder unit for in-situ weight decompression. There are two input memory arrays: compressed weight chunk and bitmap. The compressed weight chunk and bitmap arrays act as an on-chip input buffer, which temporarily contains the compressed weight chunk and corresponding bitmap. The compressed weight chunk and bitmap are accessed by the $idx_w$ and $idx_b$, respectively (1 in Fig. 7), which are set to zero at the beginning of the weight chunk decoding. The compressed weight chunk is accessed with max-bits and $m + n$-bits because the compressed weights have a variable length depending on whether Huffman-coded or not and how many bits are used for Huffman coding (2-1 and 2-2 in Fig. 7). Please note that the registers indicated by 2-1 and 2-2 in Fig. 7 are required for non-Huffman-coded and Huffman-coded elements, respectively. The appropriate bit length will be selected later by referring to the bit from the bitmap and codebook lookup table (LUT). The accessed compressed bit sequence (max-bits) are fed into the LUT that contains the codebook information between the Huffman-coded bits and original fixed-point weights (3 in Fig. 7). Once the LUT access finishes, the decoded weight element from the LUT and the passed weight element are fed into the rightmost MUX as inputs (4 in Fig. 7). By referring to the corresponding bit from the bitmap, we select either only the elements with quantization and Huffman coding, we need to search for the codebook table stored in the hardware and convert them into the quantized (i.e., fixed-point) weight elements.

**C. NEAR-MEMORY HARDWARE DECODER ARCHITECTURE**

1) ARCHITECTURE AND DESIGN

Since we compress the linearization weight elements with Huffman coding, we need to decompress the elements when executing the NMT inference. During compression, we selectively compress the weight elements with Huffman coding. By referring to the bitmap values, we can specify whether a certain element is Huffman-coded or not. When decompressing the elements with only quantization (i.e., not compressed with Huffman coding), we can just pass them to the computation units such as GPU. However, when decompressing the elements with quantization and Huffman coding, we need to search for the codebook table stored in the hardware and convert them into the quantized (i.e., fixed-point) weight elements.

Fig. 6 shows a structure of a single compressed weight chunk with metadata. A single compressed weight chunk has $c$ weights, which can be various depending on the compression ratio (i.e., the compression ratios will vary depending on how many weights can be compressed within a single chunk). For remaining parts of the chunk, we fill it with the 0s as shown in Fig. 6 (3-bits are zero-padded in this example).

In the metadata, we have $c$-bit bitmap to designate whether the corresponding weight element is Huffman-coded or not in the compressed weight chunk. In Fig. 6, we also have $N_{zp}$ of (011)$_2$ (=3) as we have 3-bits for zero-padded bits.

We could also employ Huffman coding to the entire linearization weights (i.e., $W^Q$, $W^K$, $W^V$, and $W^O$). However, there are several reasons why we selectively employ Huffman coding. First, restricting the number of Huffman-coded weights can make the hardware decoder (for restoring the Huffman-coded bitstream to the fixed-point weights) less complicated. It can reduce the required number of the Huffman codebook table entries, resulting in less cycles and energy consumption for decoding. Second, the more the number of possible Huffman-coded weights we have, the longer the bit sequence we need to encode the weights with Huffman coding. It means that employing Huffman coding to all the weights may lead to suboptimal compression ratios due to the weights that have relatively long bit sequence. Moreover, these long bit sequence weights will also lead to more latency for weight decoding due to the complex decoding procedure for longer length of the bit sequences (for details of our proposed hardware decoder architecture, please see Section III-C). Thus, we selectively employ Huffman coding to the weights distributed within a certain range (e.g., $[−0.2, 0.2]$).

3Though we use 128B for the compressed weight chunk size in this paper, it is a tunable design parameter that can be determined considering the hardware decoder design.

4The size of max is determined by the maximum length of the Huffman-coded weight bit sequence.

5Even though we cannot find the corresponding bit sequence from the table in the case of non-Huffman-coded weights, the MUX in front of the decoded weight array can filter out the wrong values, avoiding the malfunction.
quantized or quantized+Huffman-coded weight element as output. In the case of the Huffman-coded weight element decoding, the length of the element is also determined by the MUX (below) and we increment the $idx_w$ by the selected length (⃗ in Fig. 7). The decoded weight elements are stored into a temporary on-chip buffer shared across the decoder unit and finally delivered to the memory in the computation units (i.e., GPUs), which are used as the inputs for linearization ($W^Q$, $W^K$, $W^V$, and $W^O$). After that, the sliding windows in the weight chunk and bitmap move towards the next element decoding by adjusting the $idx_w$ and $idx_b$ (⃗ in Fig. 7).

For correct decoder operations, we need two more inputs: LUT table numbers and $N_{cp}$. The LUT table number is required to select the correct Huffman codebook LUT among the different types of the weights. For example, in our case of Transformer model, we have two types (encoder and decoder) of the layers × 4-type weights = 8 codebook LUTs. The integer number $N_{cp}$ specifies how many bits are zero-padded for each weight chunk as explained in Section III-B2. We compare the current $idx_w$ with $N_{cp}$ and decoding is performed as long as the $idx_w + selectedLen$ (selectedLen is determined by how many bits in the current weight element exist) is less than 1024 (the weight chunk bit size) - $N_{cp}$.

2) TIMELINE ANALYSIS AND LATENCY HIDING

During NMT model inferences, we need to execute multiple layers, which are sequentially executed in general. Since we need the decoding of the $W^Q$, $W^K$, $W^V$, and $W^O$ weights before the linearization execution, there would be additional latency overhead if we do not overlap the weight decoding latency. In order to hide the decoding latency, we try to hide the latency of the weight decoding to that of the other computations in the MHA, which is a similar approach to [7].

Before linearization of the input tokens with $W^Q$, $W^K$, and $W^V$, we need to decode those $W^Q$, $W^K$, and $W^V$ weights, respectively. In the encoder or decoder layers except the first layer, we can hide the $W^Q$, $W^K$, and $W^V$ decoding latency with the latency of the previous layers in the GPU. For $W^O$ decoding in the certain attention layer, it can be done during the linearization of $W^Q$, $W^K$, and $W^V$ of the layer itself. Consequently, the only latency overhead comes from the $W^Q$, $W^K$, and $W^V$ decoding latency of the first layer. However, modern attention-based NMT models are adopting many layers in the encoder and decoder, which makes the latency overhead of the first layer decoding marginal.

In this paper, we consider two scenarios: w/ and w/o weights loading and initialization, which are referred to as scenario A and B, respectively. In the case of multi-tenant GPU environments where the multiple models can be executed simultaneously, the latency for data transfer between the storage/host memory and GPU memory is significant due to a large amount of the data transfer. In addition, GPU initialization and warmup also require non-negligible latency. In this case, our proposed method can effectively reduce the data transfer latency due to our proposed data compression method.

As shown in Fig. 8, in the case of Transformer, the data transfer time is reduced by 9.5% before starting the decoding and computation (from 1429.5ms in Fig. 8 (a) to 1294.2ms in Fig. 8 (b)). During the NMT inference (i.e., after the data transfer and initialization), the decoding latency can be hidden by other computation latency, making the decoding latency overhead negligible. As shown in Fig. 8 (b), the decoding can begin as soon as the data transfer and initialization finishes and the linearization can also begin as soon as the
decoding of the \( W^Q, W^K, \) and \( W^V \) for the first layer finishes. For decoding of the remaining weights, it can be hidden by the latencies of the linearization for \( W^Q, W^K, \) and \( W^V \) and scaled dot-product attention. Please note that this scenario can occur very often in the case of multi-tenant GPU in modern data centers. As the multiple DNN workloads will compete with each other to reside in the GPU memories, resulting in the shortage of the memory. In this case, weight loading from the host memory (or storage) will also occur very often. It makes our weight compression effective due to the reduction of the size and the loading latency of the weights.

In the case where the compressed weights are stored in the GPU memory while not decoded yet (i.e., in the case without weight loading and initialization), we may not be able to obtain performance improvement. The decoding of the \( W^Q, W^K, \) and \( W^V \) for the first layer incurs latency overhead because it cannot be hidden (323.8µs in Fig. 9 (b) <1st layer>). On the contrary, for the other layers, we can hide the decoding latency to that of other operations such as linearization and scaled dot-product as shown in Fig. 9 (b) <other layer>. Though we cannot obtain performance gain in this scenario, weight compression is still effective when maintaining the weight in the memory or storage by reducing the required capacity and energy for maintaining the weights.

3) LOGIC SYNTHESIS AND SRAM ARRAY ESTIMATION RESULTS

We have implemented our proposed hardware decoder with Verilog hardware description language and synthesized with 32nm process library at 500MHz clock frequency. Table 1 shows the latency, power, and area of our hardware decoder. Our single decoder takes 8.7 cycles per single weight element decoding,\(^7\) on average, with consuming 0.55mW. Since we need real-time decoding during the NMT inference, to meet the latency requirements, we employ multiple decoders which perform the decoding of the multiple compressed weight bitstreams in parallel. In this paper, we use 1,408 decoders, which can fully overlap the decoding latency to the data transfer and other computations (e.g., scaled dot-product attention) latency. Since our single decoder decompresses 128B weight bitstream at once, decoding the whole weights for linearization (\( W^Q, W^K, W^V, \) and \( W^O \)) requires 7.8ms for Transformer model. As we explained in Section III-C2, the other execution steps such as scaled dot-product or other linearization steps can sufficiently hide the decoding latency, meaning that the performance overhead of the runtime decoding is marginal. The logic synthesis results are summarized in Table 1.

For SRAM arrays in the HBM2 logic die, we have used CACTI [18] for latency, power, and area estimation with 32nm process technology. The results are also summarized in Table 1. We use 176KB and 660KB for input and output buffers, respectively, which are shared across multiple decoders. Considering the clock cycle time of the synthesized logic, accessing the input and output buffers can be done within a single clock cycle. For area, when employing 1,408 decoders with 836KB SRAM arrays, the total area will be 25.1mm\(^2\), implying that the decoders can be placed in the processing-in-memory (PIM) cluster of the HBM2 logic die (26.27mm\(^2\) [17]).

### IV. EVALUATIONS

#### A. METHODOLOGY

For accuracy (i.e., NMT score) evaluations of our proposed method, we have used the PyTorch framework [19]

| Table 1. Logic synthesis and CACTI-based SRAM array estimation results. |
|------------------|-----------------|-----------------|
| Logic            | Latency (cycle) | Power (mW)      | Area (mm\(^2\)) |
| Buffer           | Input           | Output          |
| Logic            | 8.7 (avg.)      | 350             | 0.016           |
| Buffer Input     | 1               | 77.189          | 0.165           |
| Buffer Output    | 1               | 477.834         | 1.589           |

\(^7\)In our implementation, LUT is implemented as a form of finite state machine, meaning that the number of cycles required for decoding is proportional to the length of the encoded bit sequences.
with five widely used attention-based NMT models: Transformer (Tf) [1], Transformer-XL-base (Tf-XL-b) and Transformer-XL-large (Tf-XL-l) [20], and BERT-base (BERT-b) and BERT-large (BERT-l) [2]. To quantify model accuracy, we have used various metrics: SacreBLEU score for Transformer, perplexity for Transformer-XL-base and Transformer-XL-large, and F1 score for BERT-base and BERT-large. The reason why we use different metrics for models is that we have used in-built accuracy quantification codes in the framework, which report more stable and trustworthy accuracy results. Please note that WMT14 English-German [21], wikiText-103 [22], and SQuAD v1.1 [23] have been used as the dataset for Transformer, Transformer-XL (both base and large), and BERT (both base and large), respectively. Since our proposed quantization and compression method can also be employed to any FP32-based weights, the arbitrary (or trained by ourselves) weight element values could also be used for our evaluations. However, we have used the linearization weights provided by NVIDIA NGC Catalog [24], [25], [26], [27], [28] because they are more stable, trustworthy, and widely used for research.

For performance evaluation, we have used GPU-based emulation. We have assumed that the operations for the attention layers are performed in the GPU. Therefore, we have measured the execution time of each layer by using NVIDIA RTX3080 Ti [29]. For the baseline, we use architecture explained in Section II-C. For the baseline performance, we use the execution time measured from the GPU. For the case with our proposed method, the decoding time is estimated from our synthesis results and the layer execution time is measured from the GPU. The full decoding time is added to the layer execution time when the latency cannot be fully hidden. In the case where the latency hiding can be employed, we assume that the decoding latency can be hidden by execution latency of other parts such as MHA. By transferring the decoded weights from the decoder output buffer to the GPU memory, which can also be performed in background, the GPU can seamlessly access the linearization weights.

**B. PERFORMANCE**

We compare performance of our method and hardware architecture to that of the GPU-based system explained in Section II-C. We set the GPU-based execution as our baseline because recently, the execution for NMT models is typically done in the GPUs. For GPU-based execution, we use non-quantized FP32-based weights for Tf, Tf-XL-b, Tf-XL-l, and BERT-b, and FP16 weights for BERT-l. By employing our proposed method, we perform the quantization and Huffman coding-based compression offline. As presented in Section III-C2, we consider two different scenarios: w/ (A in Fig. 10) and w/o weights loading and initialization (B in Fig. 10). For the scenario B, we show the speedup when executing the entire layers, only the first layer, and the rest of the layers except for the first layer. Please note that we have only measured the execution time of multi-head attention because it is a key part of the modern NMT models. The speedup of our proposed method as compared to the baseline can be calculated as follows:

\[
\text{Speedup} = \frac{T_{base}}{T_{prop}}
\]

where \(T_{prop}\) and \(T_{base}\) correspond to the execution time when employing proposed method and the baseline, respectively.

In the case of scenario A where we consider the weight loading and initialization, our NMP architecture with the quantization and compression leads to a performance improvement of 13.3%, on average, across various NMT models. The reason why we can obtain the performance improvements is that we can reduce the weight loading and initialization latency due to the reduced weight size. As presented in Section III-C2, even with the first layer decoding latency which cannot be hidden, the performance gain from our weight compression when executing the weight loading and initialization is significant. Results depicted in Fig. 8 reveal that most performance gain from our proposed method comes from the first layer execution in scenario A. This is because the weight loading and model initialization latency is included in the first layer execution time. For the other layers, our proposed technique shows similar performance as compared to the baseline due to the decoding latency hiding, thus minimizing the decoding latency overhead. As an outlier, in the case of Transformer-XL models (Tf-XL-b and Tf-XL-l), our method leads to similar performance as compared to the baseline. The linearization weights account for only a 3%–9% of the entire weights in the Transformer-XL models, meaning that the performance gain from the loading and initialization latency reduction from linearization weight compression is small.

In the case of scenario B, our proposed method leads to the performance comparable to the baseline across the NMT models (a performance loss of only 1.1% for the entire layer execution). Since we have decoding latency overhead in the first layer, there is an additional latency overhead of 15.1% when executing the MHA execution in the first layer. On the contrary, for the other layers, there is a negligible latency...
difference between the baseline and our proposed method. It means that we can successfully hide the decoding latency with other computation latency.

### C. MEMORY ENERGY DURING DATA TRANSFER

We also present the results of the memory energy consumption in the case of the baseline and our proposed method. For the baseline, the memory energy consumption can be calculated as follows:

$$E_{\text{base}} = E_{w,r} + E_{\text{static}}$$

(2)

where $E_{\text{base}}$, $E_{w,r}$, and $E_{\text{static}}$ correspond to the memory data transfer energy consumption in the case of baseline, weight read energy from the memory, and static energy during the memory data transfer, respectively. In case of our proposed method, the memory energy consumption is calculated with the following equation:

$$E_{\text{prop}} = E_{w\text{comp},r} + E_{\text{dec}} + E_{\text{quant},w} + E_{\text{static}}$$

(3)

where $E_{\text{prop}}$, $E_{w\text{comp},r}$, $E_{\text{dec}}$, and $E_{\text{quant},w}$ correspond to the memory data transfer energy consumption in the case of our proposed method, compressed weight read energy from the memory, decoding energy from our hardware decoder, and quantized weight write energy to the memory, respectively. For energy evaluations, we have used HBM2 as our baseline memory for conservative evaluations.

As shown in Table 2, our method leads to an energy savings of 26.8%, on average, as compared to the baseline in the cases of Tf, Tf-XL-b, Tf-XL-l, and BERT-b. Since our proposed method reduces the size of the weights stored in the memory, our proposed method leads to a reduction of the memory read and static energy. Consequently, even with the decoding energy and weight write energy, total energy consumption can be reduced by leveraging our proposed method.

As an outlier, in the case of BERT-l, the energy consumption of our proposed method is rather increased as compared to the baseline. The main reason for this result is that the BERT-l uses FP16 as the baseline. When employing our proposed compression method, using FP16 as the baseline leads to a relatively lower compression ratio as compared to the case of using FP32 as the baseline. It makes the energy overhead from our decoders and buffers relatively higher than the case of using FP32, leading to a higher energy consumption. However, many contemporary NMT models are still using FP32 for the default precision, and thus our proposed method can still lead to energy savings in many cases.

### D. TRADEOFF BETWEEN ACCURACY AND DATA SIZE (COMPRESSION RATIO)

We have summarized the tradeoff between accuracy of the NMT models and compression ratio. The compression ratio can be calculated as $\frac{\text{Size}_n}{\text{Size}_m}$ where the $\text{Size}_n$, $\text{Size}_m$, and $\text{Size}_c$ are size of the uncompressed data, metadata, and compressed data, respectively. In order to figure out which configuration of $Qm,n$ shows the best tradeoff between the accuracy and data size for each model, we have profiled the accuracy (e.g., scores or perplexity) and data size of NMT models and select one configuration (i.e., $m$ and $n$) for each model that shows the best tradeoff.

As summarized in Table 3, our fixed-point quantization and Huffman coding-based compression show significant compression ratios of 4.94 – 10.04. In the case of BERT-l, the compression ratio is lower than the other models. This is due to the fact that the BERT-l model uses FP16 while the other models use FP32, meaning that the baseline weight element size of the BERT-l model is a half of that of the other models. For Tf-XL-b, BERT-b, and BERT-l, we adopt $Q1.5$ fixed-point weight elements. Based on our observation that most of the linearization weight elements of Tf-XL-b, BERT-b, and BERT-l are distributed between $-1.0$ and $+1.0$, we only need a sign-bit for the integer part.

Since quantization is a lossy compression, there would be an accuracy loss. For various NMT models, there are many quantifying metrics for accuracy. In this paper, the accuracy metrics used for NMT models are different across the models for the sake of fair comparison. In the case of Tf, we only see 0.61 SacreBLEU score drop with our fixed-point quantization, which is negligible. Tf-XL models’ perplexity scores (the lower, the better) show only a marginal increase by 1.34 – 1.62. In the case of BERT, F1 score drop is only 0.50–0.74. By adopting our proposed quantization and Huffman coding-based compression, we can obtain significant data size reduction with only small accuracy losses.

### V. RELATED WORK

Recent advancements of attention-based NMT models have primarily focused on increasing sparsity, eventually reducing the computation complexity with sparsity-aware hardware and storage requirements. In [30], a sparse attention mechanism is proposed to reduce the computation complexity and memory requirements. The sparse attention mechanism enables $8 \times$ longer sequence modeling with the identical hardware as compared to the full attention mechanism. In [31], a rectified linear unit (ReLU)-based activation is used instead of the complex softmax activation, which increases the sparsity and yields better scalability for modeling the long sequences. In [32], a sparse attention mask is employed for video captioning, which exploits dense sampling of the frames while trying to minimize the processing of the redundant frames. In [33], content-awareness is considered in sparse attention mechanism by clustering the queries and keys. With k-means clustering, only in the case where the

<table>
<thead>
<tr>
<th>Model</th>
<th>Size uncompressed</th>
<th>Metadata</th>
<th>Compressed</th>
<th>Size uncompressed</th>
<th>Metadata</th>
<th>Compressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tf</td>
<td>124.5</td>
<td>381.7</td>
<td>225.3</td>
<td>552.9</td>
<td>487.4</td>
<td>141.1</td>
</tr>
<tr>
<td>Tf-XL-b</td>
<td>1526.6</td>
<td>858.8</td>
<td>537.9</td>
<td>320.9</td>
<td>285.1</td>
<td>854.1</td>
</tr>
<tr>
<td>BERT-b</td>
<td>1105.4</td>
<td>62.4</td>
<td>235.1</td>
<td>381.7</td>
<td>124.5</td>
<td>381.7</td>
</tr>
<tr>
<td>BERT-l</td>
<td>1097.7</td>
<td>628.5</td>
<td>478.2</td>
<td>763.3</td>
<td>285.1</td>
<td>854.1</td>
</tr>
</tbody>
</table>

**TABLE 2.** Memory energy consumption ($E_r$) of the baseline and the proposed method across the models.
Zadeh et al. have proposed a quantization-based weight compression technique, which utilizes post-training weight distribution information. The quantization is performed for each layer where each layer has a centroid and 3-bit indices. To obtain a sufficiently accurate model, 0.1% outliers for each layer are maintained as FP32. In [8], all trainable variable matrices and activation matrices are quantized to 8-bit integer format, resulting in a compression ratio with less than 1.0 BLEU score drop. In [12], a progressive quantization method is employed, which primarily maintains most significant bits (MSBs) for each weight. Since the computation can also be done with only MSB part, the computation complexity can also be lowered. For certain cases, the LSB parts can also be used to sustain the satisfactory accuracy. As a result, the method proposed in [12] reduces DRAM accesses by $10\times$ and computations by $2\times$ without accuracy drop. In [10], the fixed-point quantization method is employed for size reduction of the query and key matrices. In [11], low-bit quantization (i.e., 4-bit quantization) to the input query and key matrices is employed. In addition, computation complexity has been reduced by using the sparse attention mask due to the increased sparsity.

The works introduced above have mostly focused on the reducing the computation complexity and memory requirements via sparsity, low-rank approximation, algorithmic optimization, quantization, and hardware acceleration for attention layer operation. Those works have mostly focused on the scaled dot-product attention while the linearization step is largely overlooked. On the contrary, our work employs selective Huffman coding as well as quantization, resulting in a better compression ratio for linearization weights. In addition, we have proposed a fast in-situ near-memory decoding hardware, which makes the decoding procedure fast and further hides the decoding latency by the execution latency of other MHA operations (e.g., scaled dot-product attention), thus minimizing the potential latency overhead.

### VI. CONCLUSION

The contemporary NMT models have huge weight size for satisfactory accuracy scores. Particularly, the weights ($W^O$, $W^K$, $W^V$, and $W^O$) for the linearization occupy non-negligible memory and storage capacity when employing huge NMT models. In this paper, we propose a linearization weight quantization and Huffman coding-based compression method. Our proposed method results in compression ratios of 4.9–10.0 across the five widely used attention-based NMT models with only marginal accuracy.

### TABLE 3. The accuracy and compression ratio comparisons across the five attention-based NMT models. Please note that the accuracy metrics used for NMT models are different across the models due to the lack of the required model parameters and for the sake of the fair comparison.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Baseline</th>
<th>Quantization (fixed-point notation)</th>
<th>Accuracy change (ratio in %)</th>
<th>Compression ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformer (large)</td>
<td>SacreBLEU</td>
<td>27.77</td>
<td>27.16 (Q3.4)</td>
<td>0.61 (2.20%)</td>
</tr>
<tr>
<td>Transformer (base)</td>
<td>SacreBLEU</td>
<td>27.77</td>
<td>27.16 (Q3.4)</td>
<td>0.61 (2.20%)</td>
</tr>
<tr>
<td>Transformer-XL (base)</td>
<td>SacreBLEU</td>
<td>27.77</td>
<td>27.16 (Q3.4)</td>
<td>0.61 (2.20%)</td>
</tr>
<tr>
<td>Transformer-XL (large)</td>
<td>SacreBLEU</td>
<td>27.77</td>
<td>27.16 (Q3.4)</td>
<td>0.61 (2.20%)</td>
</tr>
<tr>
<td>BERT (base)</td>
<td>SacreBLEU</td>
<td>27.77</td>
<td>27.16 (Q3.4)</td>
<td>0.61 (2.20%)</td>
</tr>
<tr>
<td>BERT (large)</td>
<td>SacreBLEU</td>
<td>27.77</td>
<td>27.16 (Q3.4)</td>
<td>0.61 (2.20%)</td>
</tr>
</tbody>
</table>

queries and keys are in the same cluster, the attention mechanism can be performed. In [34], instead of static sparsity, dynamic sparsity (i.e., sparsity patterns are changed along with the execution of attention mechanism) is considered for Transformer model. Their work demonstrates the acceleration of the dynamic sparsity-aware attention mechanism in GPUs and accelerators. For dynamic sparsity awareness and acceleration of the sparse attention, algorithm-hardware co-design approach is also proposed [35], which is called as Energon. It identifies the important query and key pairs at runtime with the filtering approach, which is performed by the dedicated hardware accelerator. The accelerator also performs attention layer execution, resulting in an $8.7 \times$ speedup as compared to the GPU-based execution. Another algorithm-hardware co-design approach with online pruning is proposed in [36]. The bit-serial accelerator, which is called as LEOPARD, performs the online pruning and other computations required for the attention mechanism, leading to a $1.9 \times$ speedup with a negligible loss in accuracy. In another work, an in-memory pruning approach with the hardware accelerator is proposed [37]. By converting the low attention score values (thus, can be regarded as less important) into zero with the thresholding circuitry inside of the resistive random-access memory (ReRAM) arrays, it simply implements dynamic runtime pruning in hardware. In addition, the dedicated hardware accelerator further expedites the attention computation, resulting in a $7.5 \times$ speedup with a negligible loss in accuracy. Another way to reduce the memory requirements and computation complexity is low-rank approximation [38]. In [39], a method which exploits both sparsity and low-rank approximation is proposed, which is also called as Scatterbrain. It is shown that the Scatterbrain can outperform the methods which employ only either sparsity or low-rank approximation, illustrating that the sparsity and low-rank approximation can be exploited synergistically. To reduce the computation complexity, a hardware-software co-design approach (which is called as ELSA) is proposed in [40] to reduce the computation complexity of the self-attention. By calculating a similarity measure, their results show that the ELSA achieves approximately a speedup of $58 \times$ with a negligible loss in accuracy.

As the NMT models get larger and more complex, the size of weights for attention-based NMT models has also been increased. Thus, reducing the weight size of NMT models has gained huge attention as a promising research topic. In [13], Zadeh et al. have proposed a quantization-based weight compression technique, which utilizes post-training weight distribution information. The quantization is performed for each layer where each layer has a centroid and 3-bit indices. To obtain a sufficiently accurate model, 0.1% outliers for each layer are maintained as FP32. In [8], all trainable variable matrices and activation matrices are quantized to 8-bit integer format, resulting in a $4 \times$ compression ratio with less than 1.0 BLEU score drop. In [12], a progressive quantization method is employed, which primarily maintains most significant bits (MSBs) for each weight. Since the computation can also be done with only MSB part, the computation complexity can also be lowered. For certain cases, the LSB parts can also be used to sustain the satisfactory accuracy. As a result, the method proposed in [12] reduces DRAM accesses by $10 \times$ and computations by $2 \times$ without accuracy drop. In [10], the fixed-point quantization method is employed for size reduction of the query and key matrices. In [11], low-bit quantization (i.e., 4-bit quantization) to the input query and key matrices is employed. In addition, computation complexity has been reduced by using the sparse attention mask due to the increased sparsity.
drops. For fast in-situ weight decompression, we also propose near-memory decompression hardware architecture. The weight decompression (decoding) latency can be easily hidden by the latency required for other computations during the MHA execution. As a result, when considering the weight loading and initialization, our proposed method leads to 13.3% performance improvement as compared to the baseline (i.e., without using our method). In the case without the weight loading and initialization, the only latency overhead comes from the first layer execution, which accounts for only 1.1% overall performance overhead as compared to the baseline. Moreover, our proposed method and near-memory hardware lead to memory data transfer energy savings by 16.1%, on average, as compared to the baseline. As our future work, we plan to employ our quantization and compression method to other types of weights in attention-based NMT models and extend our hardware decoder for in-situ decompression of these weights.
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