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Abstract

We develop abstract-interpretation domain construction in terms of the
inverse-limit construction of denotational semantics and topological princi-
ples: We define an abstract domain as a “structural approximation” of a con-
crete domain if the former exists as a finite approximant in the inverse-limit
construction of the latter, and we extract the appropriate Galois connection
for sound and complete abstract interpretations. The elements of the abstract
domain denote (basic) open sets from the concrete domain’s Scott topology,
and we hypothesize that every abstract domain, even non-structural approx-
imations, defines a weakened form of topology on its corresponding concrete
domain.

We implement this observation by relaxing the definitions of topological
open set and continuity; key results still hold. We show that families of closed
and open sets defined by abstract domains generate post- and pre-condition
analyses, respectively, and Giacobazzi’s forwards- and backwards-complete
functions of abstract-interpretation theory are the topologically closed and
continuous maps, respectively. Finally, we show that Smyth’s upper and
lower topologies for powerdomains induce the overapproximating and under-
approximating transition functions used for abstract-model checking.

Key words: Abstract interpretation, denotational semantics, inverse-limit
construction, Galois connection, Scott-topology

Email address: das@ksu.edu (David A. Schmidt)
ISupported by NSF ITR-0326577.

Preprint submitted to Elsevier June 9, 2011



Transfer functions: For i € Int,
readInt (x)

negate(i) = —i
x := negate(x) . , 1 if <0
while x < 0 : filter<o(i) :{ L if i>0
x := succ(x) z‘_if i>70
writeInt(x) filter>o(i) = { 1 if 2'_< 0

suce(i) =i+ 1

For functions p,q € Int — Int, their composition is strict, that is, if p(k) = L,
then (g op)(k) = L. The meaning of the program is

P =piopg : Int — Int
where
Ppo = negate
p1(i) = pua(i) U (p1 © p2 0 p12) i)
p11 = filtersg
p12 = filter<g
Do = Succ

Figure 1: Example program, its transfer functions of arity Int — Int, and its functional
semantics

1. Introduction

Abstract intepretation performs finite computation of program properties
[1, 2, 3]. As indicated by Cousot and Cousot [1, 4], for state set ¥ and
program P : X — Y2 the “program properties” are subsets of ¥. For
example, for input property Sy C X, P’s postcondition property is P[Sp] C X
(where P[Sy] = {P(s) € ¥ | s € Sp}). In general, it is impossible to calculate
finitely P[Sp], because Sy might be infinite, or there might exist some oy € Sy
such that P(og) diverges. For this reason, abstract interpretation computes
finitely an approximate answer, S’, such that P[Sy] C S'.

Here is a motivating example. Figure 1 shows a small program in its
upper left column, whose state consists of a single integer, named x. The
meaning of the program is assembled from partial transfer functions of arity
Int — Int. The transfer functions are listed in the upper right column. The
program’s denotation is a composition of the transfer functions. (When p(i)

2Here, ¥ — 3 denotes the partial functions from ¥ to X.



is undefined, we write p(i) = L in the Figure.)

In particular, the while-loop is denoted by a recursively defined function,
p1, whose meaning is its least-fixed point within the cpo, (Int — Int) —
(Int — Int). The functions, filteroo and filterso, guard the loop’s body
and exit, respectively, and the results are joined via LI. Since the two filters
are disjoint on the integer values they filter, Ll is well defined.

For P = p; o pg, we can prove that P(2) = 0, P(3) = 0, and indeed,
P(i) = 0forall i > 0. Likewise, we can prove P(j) = —j, for all j < 0. These
properties are postcondition properties, and they are defined by “lifting”
each p : Int — Int in Figure 1 to a total function, p : P(Int) — P(Int),
plS] = {p(i) € Int | i € S}. This is the forwards collecting interpretation
[1] of p, and it is a partial-correctness interpretation, ignoring instances of
p(i) = L. The meaning of P = p; o py : P(Int) — P(Int) lifts accordingly,
where the recursion is solved within the domain, (P(Int) — P(Int)) —
(P(Int) — P(Int)), and U is computed on P(Int) as set union.

Now, we can prove that P{i | i >0} = {0} and P{j |j <0} ={j |7 >
0}, which are the strongest postconditions of the two input properties.

The forwards collecting semantics of P is well defined, but it is not finitely
computable, and a key insight of abstract-interpretation theory is to limit
to a finite number the calls to the p; functions when computing P[S]. To
accomplish this, we limit to a finite number the sets that are allowed as
arguments and answers to the p;s. For state set, Y, let the abstract domain,
A C P(¥), be a finite subcollection of P(X) such that {} € A, and for all
sets, ay,ay € A, there exists ag € A such that a; Uas C ag, that is, A is a
finite, bounded cpo.

When A is defined so that, for every S € P(X), there exists a least a € A
such that S C a, then there is a Galois connection between A and P(X),
which we develop in the next section.

We compute upon the elements of abstract domain A. A function, p :
P(X) — P(X), is overapprozvimated by p* : A — A when pf(a) D pla] for
all @ € A. Since A = {ag,ay, -, a,} has finite cardinality m > 0, each
function p*(r) = e, is expanded into its m first-order equational instances,
{p*(d') = ey | ' € A}, and the equations are solved simultaneously.

For the example in Figure 1, perhaps we choose the finite collection,
Signg = {none, neg, zero, <0, pos, any}, where the names denote, respec-
tively, the sets {},{¢ € Int | i < 0},{0},{i € Int | i < 0},{i € Int | i > 0},
and Int.

Figure 2 shows the program’s abstract interpretation upon Sign,, which
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pF(pos) = p}(ph(pos)) = pl(neg) = -+ (see below) - -+ = zero
pg(pos) = negate®(pos) = neg

f

1(

PL(<0) = pi,(<0) L (pf o pl o pi,)(<0) = zero U pf(<0)

neg) = pl(neg) U (p} o ph o ply)(neg) = none U pf(<0)
= none U zero = zero
1(neg) = ﬁlterio(neg) = none

Pio(neg) = ﬁlterﬁ;()(neg) = neg

pg neg) = succt(neg) = <0

= (least fixed point) - - - = zero
pgl(SO) = filter®,(<0) = zero
P (<0) = ﬁlter{o(g 0) = neg

Figure 2: Abstract intepretation, p#(pos), of program p using abstract domain, Signg =
{none, neg, zero, <0, pos, any}

calculates for precondition, pos, that postcondition pf(pos) is zero. How
did we know in advance to choose Sign, to calculate this postcondition? In
practice, either one chooses in advance the abstract domain, A, based on
“structural” considerations of ¥ [1, 2, 5], or one dynamically generates A on
the fly, based on “relational” considerations [6, 7].

In this paper, we draw from precedents from denotational semantics and
topology to understand better the choice of abstract domain, A C P(X):

1.

“Structural” approximations of ¥ are extracted from the inverse-limit
construction of the Scott domain, ¥ = D*. Within the inverse-limit
chain, each Dy serves as a structural approximation of its limit, D, in
the sense that the elements of D), name subsets of D*. Indeed, these
named subsets are open sets from D>’s Scott topology, consistent with
Smyth’s hypothesis that open sets are “semicomputable properties” [8],
in this case, for program analysis.

. When an abstract domain is defined on-the-fly, usually “relationally,”

based on the relation between values in > and the program analyzed
(e.g., intervals [1], polyhedra [6], and predicate abstractions [7]), we
relate the abstract domain’s elements to X as if the former define a
topology on the latter. The resulting, “weak topology” (not always
closed under union, not always closed under binary intersection) pre-
serves basic topological concepts, and we prove that the notions of
forwards-complete and backwards-complete functions, introduced by
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Define Sign = {none, neg, zero, pos, any} and v : Sign — P(Int) as
+(none) = 0 ~(neg) = L+, 2, ~1}; ~(zerv) = {0}
v(pos) ={1,2,---}; ~(any) = Int

Define « : P(Int) — Sign as a(S) = M{a € Sign | S C ~v(a)}. For example,
a{—4, -1} = neg, a{—4,—1,0} = any, a{0} = zero, etc.

Figure 3: Abstract domain, Sign, concretization map, -, and its adjoint, «

Giacobazzi, et al. [9, 10] to formalize most-precise abstract interpre-
tations, are characterized as the topologically closed and topologically
continuous maps on the weak topology.

2. Background: Abstract interpretation

We first review the classical notions used in abstract interpretation.

For concrete-data domain, 3, we select a set of property names, A, that
denote subsets of ¥: Each a € A names the set y(a) C X, for 7: A — P(X).
We order abstract domain A so that a Ca' iff y(a) C v(a’) — to be useful, A
should be a bounded cpo, and better still, it should have binary joins. Figure
3 uses the property names, neg, zero, and pos, to partition the integers, Int,
within a complete lattice named Sign.

When ~ possesses an adjoint, o : P(X) — Sign, then there is a Galois
connection (that is; S C v(a) iff a(S)Ca, for all S € P(X) and a € A). a'is
the lower adjoint and ~ is the upper adjoint, and we write this as P(X)(a, 7) A.
This situation ensures that every S C ¥ can be closed into a least property,
a(S), such that S C y(a(S)). We define p = v o « to embed a set into its
most-precise property set: p : P(X) — P(X) is an upper closure operator: it
is monotone, extensive (S C p(5)), and idempotent (po p = p). p’s image is
closed under intersection.



Let f: 3 — ¥ be a partial function whose properties we wish to express
within abstract domain, A. As before, we define its lift, f : P(X) — P(X),
as f[S] = {f(oc) € X | o €S} f*:A— A soundly approzimates f if, for all
a € A, fly(a)] € v(f*(a)). When ~ has an adjoint, «, this is equivalent to
a(f[S]) C fH(a(S)), for all S € P(X). It is always the case that fi = ao fory
soundly approximates f. Indeed, fg(a) calculates strongest postconditions
for f within in A: for all a,a’ € A, if f[y(a)] € v(d'), then fi(a) C a’. (That
is, f[v(a)] € 7(fi(a)) € (a').)

Figure 4 displays some sample functions on Sign, their lifts, and sound
approximating functions. All the approximating functions compute strongest
postconditions on Sign.

When f is approximated exactly by f* such that f o~y = o f* we say
f*is forwards complete for f [10]. When f is approximated exactly such
that ao f = ff o, we say f* is backwards complete for f [9, 11]. The two
completeness notions are homomorphism properties, as illustrated in Figure
5.

It is easy to prove that when some f* is forwards complete for f, then
ft= fg (similar for backwards complete). Since fg is defined from f, we say
that “f is forwards complete” when foﬁ is forwards complete for f (similar for
“backwards complete”). For example, in Figure 3, filter is forwards but
not backwards complete; negate is both backwards and forwards complete,
and succ and filtersy are neither.

Since p[P(X)] = ~[A] lists the properties named by A, we can under-
stand f¥ : A — A as if it had arity, p[P(Z)] — p[P(X)]. In particular,
(pof):p[P(X)] — p[P(X)] soundly approximates f in p[P(X)] (that is, for
o € p[P(X)], f[#] C (po f)[#]), and it computes computes strongest postcon-
ditions for f (that is, for all ¢, € p[P(2)], if f[¢] C ¥, then (po f)[¢] C ).

We define f! = po f:P(X) — p[P(X)] in the propositions that follow:

Proposition 1. [10] The following are equivalent:
° fg is forwards complete for f
o forall g € p[P(X)], flo] € p[P(%)]
o fop=pofop

Proposition 2. [2, 9] The following are equivalent:

° fg is backwards complete for f



fiInt — Int

f:P(Int) — P(Int)

ft: Sign — Sign

succ|S] =

(consider {—1,1})

{succ(i) |i € S} succt (none) = none
succ (zero) = pos
succ(i) =i+ 1 Not forwards complete | succt(pos) = pos
(consider meg); not | succt(neg) = any (!)
backwards  complete | succt(any) = any (1)
(consider {—1}).
negatelS] = | negatef(neg) = pos
{negate(i) | i € S} negate®(zero) = zero
negate(i) = —i negate?(pos) = neg
Forwards  complete; | negatet(any) = any
backwards complete negatef(none) = none
filter<olS] - ﬁlterio(neg) = neg
. . {filtero(i) | i € S} £ _
filtero(7) ﬁlterfo(any) = neg
= { 11f fZ .<>00 Forwards complete; fi lterio(zero) — none
== not backwards com- | Jiter<o(pos) = none
plete (consider {0,1}). ﬁlterio(none) = none
filte?”zo[S] = #

{filterso(i) | i € S} filter=,o(neg) = none
filterso(i) ﬁlterﬁ;o(none) = none
B { iifi>0 Not forwards complete ﬁlterfgo(zem) = zero
| Lifi<O (consider any); not ﬁlterﬁ;o(pos) = pos

backwards  complete filt 67{ o(any) = any (1)

Figure 4: Transfer functions, their collecting interpretations, and their sound approxima-

tions on Sign




ff:A— Ais sound for f: X - S iff foyTryofliff aofC floa

y(a)——=fly(a)l S S]
in
v e MY i £# rvua
a f #(a) a(S) —=f#(a(S))

«a and vy act as semi-homomorphisms.

Forwards completeness [10]: Backwards completeness [2, 9]:
foy=noft aof=floa
y(a)—=fry(a) s——= 13
v % o “

f# f#

a —>f#(a) a(S) ——=f#(a(s))

v is a homomorphism from A to @ is a homomorphism from P(X) to A
P(X) — it preserves f as f. — it preserves f as f*.

Figure 5: Sound and complete forms of abstract functions

o for all Sy, 5 € P(X), p(S1) = p(Sa) implies p(f[S1]) = p(f[S2))
e pof=pofop.

Both forwards- and backwards-complete functions calculate strongest post-
conditions, even though the two notions are inequivalent [10]. Later, we will
use topology to prove that a forwards-complete function preserves properties,
whereas a backwards-complete function reflects them, cf. Figure 5.

3. Background: Denotational semantics

One might explain denotational semantics as the interpretation of a pro-
gram’s phrases as values from Scott-domains. We treat a Scott-domain as
the inverse limit of a sequence of finite-cardinality bounded cpos, related by
embedding-projection pairs (the “Sequence of Finite Posets” construction)
(12, 13]. Figure 6 presents the Scott-domain of finite and infinite lists cor-
responding to the domain equation, L = ({nil} + (D x L)),.> For each

3As usual, + represents disjoint union, x is product, and _; is lifting.



L*>® =~ ({nil} + (D x L*),, where D is some fixed Scott-domain

d oo
di=hil din -
a dnil dd,0 d.d,nil o di_@ °n
_Jo a ni d, 0 a ,a,ni i /
oM AP i " i ant 4.5 i ceeddalt
Yo i Nop7 Y2 I Yi dnil dd, O
Lo L So” nil \d,E/
1 Ly . g
1 LOO
For Ly = {J_}, Liy1 = ({ml} + (D X LZ‘)J_,
the embedding, projection pairs, L;(7;, a;)Lit+1, are defined
_ Yir1 = F(73) F(f)(L) =1
Zé(;((j)):_j (that is,v;41(£) = ¢) where F(f)(nil) = nil

For ¢ < j, define Vg T G100 O

’ Qji =00 -0 90a5

The elements of L* are tuples, ({;);>0, such that each ¢; € L; and
Ei = ai(&—f—l) for all 7 > 0.

For all i > 0, L;i(7Vi,c0, (tes,i) L™ are defined

Yioo(£) = (tim1,0(0), im0 (€), -+, i (£),€,7i(€), visit2(0), visit3(£), - - )
O‘oo,i<£07£17 e 7€’i7 o > - g’t

Finally, L>(v*°, a®)({nil} + (D x L*)), forms an order-isomorphism, where
Y = Uiz0 F(Vie0) © Qoo,it1
a®™ = Ui>0 Yit1,00 © F'(Qooy)

Figure 6: Inverse limit of L = ({nil} + (D x L))




d € Data(atomic data)

x € Var(variable names)

G € Guard(boolean expressions)

E € Expression ::= x|t1E|consdE

C € Command ::= x = E|Cq;Cq | if (Gy : Ci)ier £i|while G do C

Domain of stores: 0 € ¥ = Var — L*®

G:Guard — X — X |
G[G]o = o when G holds true in o;  G[G]o = L otherwise

E . Expression — X — L™

E[x]o = lookup [x] o where lookupv o = o(v) 1:a™(l)
E[tl E]o = tail (£[E]Jo) where tail(v) = cases v>°(v) of ¢ nil : a®(L)
(d,0) : ¢

E[cons d E]o = cons d (£[E]o) where consdl = a™(d,?)

C:Command — X — X |
Cl[x = E]o = update [x] (£[E]o) o  where updatevlo = o + [v > {]
C[Cl, CQ]] = C[[CQ]] o C[[Cl]]
Note : o forces strictness: go f(c) = L when f(o) =L
Clif (Gi: Cy)ier £i] = ;7 C[Ci] 0 G[Gi]
Clwhile G do C] = Ifp Af. (G[G]) U (foC[C]oG[G])

Figure 7: Denotational semantics for while-language based on L>

1 > 0, the corresponding embedding-projection pair defines a Galois con-
nection, L;{7i, ;) Lit1, as does Li(7Vi oo, Qo) L. (Here, the 7 functions are
lower adjoints.)

Figure 7 shows a denotational semantics for a while-language based on
L*>. A store is a mapping from a set of variables, Var, to values in L°°.
Absence of store is denoted by L (to distinguish it from L € L*). The
language uses a guarded-if construction, where a guard, G;, filters the input
store to its guarded command, C;, and the results of all G; : C; pairs are joined.
When the guards of an if-command are mutually exclusive, the semantics is
the usual one. (We use this formulation to ease the transition into abstract
interpretation, which treats software somewhat like flowcharts or circuits, cf.
Figure 1).

The while-command is a tail-recursive guarded-if, such that while B do C
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a . P!
e g e e
ddal /1 geo d=lnil dio e In ;
dnil dd o = _ ST @iy @ADL}
nil d,0 Yk, oo d_'dgll / Yp . joo
Npg dail dd. O BT SR CUN I I
i d e o g
LDk " 0 L
Leo0 P( LOO) op
D ﬁ LT Loo op ’y = ’YP o 'Yk,oo
chine L] (7,0)P(L=) % as | 7770
H= = L*>® |l C .
where Zép(( 5),) TI_I g {m e [£Cm} . We can rotate the above diagram
P =
and define the Galois connection, P(L>){a, )L} *

Figure 8: Collecting domain (data-test sets), P(L>°)°F, for L and the associated Galois
connections

has a denotation equal to if (—B : skip), (B: (C; while Bdo C)) fi.
Here is an example: let g = [[x] + nil]. Then,
C[if (isNil x: x = cons dO x) (isNonNil x: x =x) fi]oy
= (C[x = cons d0 x] 0o G[isNil x])oy U (C[x = x] o G[isNonNil x])oy
= C[x = cons d0 x]op U C[x =x]L
= (update [x] (E]cons d0 x]oy) 09) U L = [[x] — (d0,nil)]
The example shows how G[isNil x| passes oy forwards because the guard
holds true for the store, whereas G[isNonNil x| passes L.

4. Collecting domains

Reconsidering the L, domains in Figure 6, we note that an element like
(d, L) denotes a list that has d as its head element and an unknown tail, that
is, (d, L) approximates the set, {(d,¢) | £ € L>*} C L*. In this sense, the
elements of L; name properties of L™, and Ly, is a structural approzimating
domain of L, like the ones used for abstract interpretation (cf. Sign in
Figure 3).

We formalize this with a Galois connection. First, define the collecting
domain, P(L*), ordered by D. (We ignore the ordering on L* [14].) Next,
if we “crown” L* with a T element, we have a Galois connection between
the collecting domain and complete lattice, L>®"; see Figure 8. Element
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T € L™ denotes contradictory (literally, no) information content and maps
to the empty (“false”) property in P(L®)®. In contrast, L € L™ denotes
all values in L (“true”). One might also restrict the collecting domain to
be just the totally defined lists or just the finite, total lists.

The Figure shows how the Galois connection composes with the
embedding-projection pair, L,I(’ykm,aoo,k)llo‘ﬁ, where L; is also crowned.
The Galois connection that results, L] (v, a)P(L>)?, is significant: If we
“rotate” it, we have a Galois connection suitable for abstract interpretation:

"o 0 op

P(L™) |_°° " . n|I d,0 b
Top. ; Ly dnil dd,0
P(LOO)<av 7>Lk : Su T rc]il,d,nil
0 “ akTnil ako S

In this way, we have extracted a useful, structural abstract interpretation
from a domain’s inverse-limit construction.

An element, (d", 1) € L;Op , names the property of a list having at least
n-many d-elements, and (d", nil) names the property of a list of exactly
length n. The next section shows how to replace L by L,IOP within the
denotational semantics of Figure 7 and obtain an abstract interpretation.

Other abstract domains can be synthesized by means of inverse limits
and collecting domains. The Sign domain in Figure 3 is derived from these
Scott-domain definitions:

N ={1}, ® N, where @ denotes disjoint sum with merged Ls
S=(N+{0}+N)L

S denotes the integers partitioned into the negatives, zero, and the positives.
The approximating domain, 7 = (No+{0}+No) 1, where Ny = {_L}, defines
Sign = S] ” in Figure 3. The Galois connection in Figure 3 goes between
the collecting domain of sets of total values of S* and Sign. We can define
better-precision signs-analyses by using domains S, £ > 1, which would
distinguish individual integers, e.g, SQTOP ={T, neg,—1, zero, 1, pos, L }.

Many abstract domains are defined this way — they are “partitions” [15]
of data sets, “crowned” by a T, named by a finite domain from an inverse-
limit sequence. But here are two that are not:

12
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The Const domain, shown on the left, is used for constant-propagation analy-
sis: a program’s variables are analyzed to see if they are uninitialized (none),
are assigned a single, constant value (n € Int), or are assigned multiple
values (any) [5]. Rather than an approximating domain, Const is N>,
where N* is the inverse limit of N = ({0} + N),. In practice, the elements
of Const are generated on-the-fly while the program is analyzed, such that
only a finite number of them appear in the analysis.

On the right is the Interval domain, which is employed when an analysis
determines the range of values that a variable is assigned [2]. The domain
is infinite, its elements are generated on-the-fly while a program is analyzed,
and its 7 : Interval — P(Int) is v([a,b]) = {n € Int | a <n < b}.

Domains like C'onst and Interval are “nonstructural” — not approxi-
mations of inverse limits. Standard relational domains from abstract inter-
pretation are typically nonstructural, e.g., the polyhedral domain [6], whose
values describe linear relationships between variables’ values in the store. For
example, this set of inequalities,

{2x+ 1y <100, 4x+ 1y — 3z <0, —1z <2}

is an abstract value in the polyhedral domain that abstracts the store, Var —
3. Abstract polyhedra are conjunctive propositions of form, A;((3_;(as; -
x;;) < b;), and are implemented as tuples, matrices, or graphs. The values are
generated on-the-fly while a program is analyzed. Similar to the polyhedral
domain is the octagon domain [16] and the predicate-abstraction domains
7, 17].

Domains can be combined: There are the usual constructions for col-
lecting domains for products, sums, and liftings. Figure 9 shows two such
constructions, indexed product and lifting. The indexed product generates
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Let D be a Scott-domain, A its approximant, and P(D){c,y)A the collecting
Galois connection.

Set-indexed product: I — D, for set I: P(I — D){as,v)l — A

vr(as)ier = {(di)ier | di € v(ai)}

h
TR ar(8) = (afti | t € S}ier

Compressed lift: D : P(D U {L}){(o,v1)A (that is, L is aliased to the

existing 1 € A)

vo(a) =~(a) U{L}

ay(S) =a(S —{L1})

where

Figure 9: Compound Galois connections for collecting domains

an independent attribute analysis [18], where a set of indexed tuples is ab-
stracted to a single tuple that covers the set. The lifting construction com-
presses the L element with the existing | in A and is used when an abstract
interpretation ignores nontermination.

5. Open sets, disjunctive completion, and logic

Each abstract domain element names a property set; this suggests a topo-
logical connection. For approximating domain, Ly, and ¢ € Ly, each v(¢) is
a Scott-basic open set [19, 20] — a “computable property” [8]. Using the
closure operator, p = yo«a : P(L>®) — P(L*®), we have that the family
of sets, p[P(L>)], are all Scott-basic opens and the family is closed under
(arbitrary) intersection.

It is natural to close p[P(L*)] under arbitrary unions as well to generate a
topology on L, one that is coarser than the Scott topology — it defines the
“topology of the abstract interpretation.” This construction already exists in
abstract-interpretation methodology — it is the disjunctive completion [14]
of the abstract domain, and it adds elements to an abstract domain when
more precision is needed for an analysis. For example, the Sign domain in
Figure 3 can be disjunctively completed to a new domain, SignQO, by closing
v[Sign] under union:
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SignO

{-1,0,1,..}
. {-2,-1,0} 0,1,2,3,..}
SignO = {none, neg, <0, zero, 2112
#0, >0, pos, Cmy} ' {271} ©} 1,2,3,..}

{}

There is another reason why the disjunctive completion is useful. It re-
minds us that every abstract domain, L;Op , defines a “logic,” where T € L,
denotes Fualse, 1 € L; denotes True, and L;Op s T denotes conjunction
and its C denotes entailment. The disjunctive completion employs LI as
disjunction, making a frame [21].

In general terms, an abstract domain A’s logic is defined as (i) primitive
assertions, namely, a € A; (ii) fi(), for ¢ in A’s logic, ff = po f, and f
is forwards complete. (That is, f is a logical operator: for all S € p[P(X)],
fIS] € p[P(X)]; it maps property sets “on the nose.”)

For example, Sign’s logic includes

¢ = a| Ny | negate ¢ | ﬁlterio ¢, where a € Sign

because both N and negate are logical operators (forwards complete). In
constrast, union (U) is not a logical operator for Sign (although it is for
SignQ), nor is the successor operation, succ.

The logic of the approximating domain is critical to an abstract inter-
pretation: Only properties that belong to the abstract domain’s logic may be
soundly verified by the abstract interpretation. This makes the forwards-
completeness property critical to the design of an abstract interpretation.

The above development can be read as naive domain logic as presented
by Abramsky [22], where a domain like L* is generated from a set of atomic
(finite) elements, which are the primitive propositions (observable properties)
in the logic, closed under frame-like axioms.

6. Abstract denotational semantics

Recall from Section 2 that a Galois connection, P(3)(c,v)A, models
subsets of ¥ as elements of A. Computation by f : ¥ — ¥ is modelled by
f*: A — Asuch that f[y(a)] € v(f*(a)), and the most precise such f* is
fl=aofor.

A Galois connection induces an abstract interpretation of a language’s
denotational semantics: Replace ¥ by A and replace functions, f: ¥ — ¥
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Abstract store domain: o € f = Var — L;Op
Collecting Galois connections for Scott-domains:

Lo°: P(L°°)<a,'y>LgOp
Y= Var — L= P(ENavar, Yvar)XF , defined in Figures 7, 8, and 9.
R P(E )L, 7)%F

G' . Guard — ¢ — Yt
G*l6] = aL o G[G] o Yvar
&Y Expression — X — LgOp
Ex]o = lookup® [x] o
where lookup? v = a o lookup v o Yygr, that is, lookupt v o = o(v)
EF[t1 E]o = tail*(EF[E]o)
where tail* = a o tail o,
that is, tail*(a, ) = ¢; tail*(nil) = L = tail*(L)
E*[cons a E]o = cons' a (E4[E]o)
where cons®(a,v) = a o consaory, that is, const a £ = (a,!)
C* : Command — ¥f — ¥t
C'[x = E]o = update® [x] (E¥[E]o) o
where update*[x] = a o update[x] o (v X v var),
that is, update? v Lo = o + [v +— ]
CPIif (Gi: Ci)rfi] = [ ;e CP[Ci] o GPGi]
C*[while B do C] = Ifp Af. G*[-G] U (f o C*[C] o G*[G])

Figure 10: Abstract interpretation derived from P(L>)(a,7) L} "

by some f*: A — A, say, fg . An induction proof shows that the resulting
valuation, C*[C], is sound for C[C], for all phrases, C, in the language, because
soundness is preserved by function composition and joins. Figure 10 shows
the abstract denotational semantics that results from the Galois connection,
P(L>®){a,v)L ™, and the two constructions from Figure 9. This style of
abstract interpretation was first proposed by Donzeau-Gouge [23] and Neilson
24, 25, 26].

Here is an example abstract denotation: Let oy = [[x] — 1] € ¥* that
is, x might be any L*-value at all (because v(L) = L*):

C*[if (isNil x: x = cons dO x), (isNonNil x: x =x) fi]oy

= (C*[x = cons d0 x] o G*[isNil x])oy U (C*[x = x] o G*[isNonNil x])oy

Now,
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G [isNil x])og = (e 0 G[isNil x] o Yyur)oo

= (ag o G[isNil x]){[[x] — €] | ¢ € L}

= a{[[x] = nal], L} = [[x] — nil]
The abstracted guard calculates the abstract store that covers all
stores that satisfy isNil x. A similar calculation demonstrates that
G*[isNonNil x])oo = oy ({[[x] = (d,0)] | £ € L=} U {L}) = [[x] — (d, L)].

We complete the derivation:

C*[x = cons d0 x][[x] — nil] U C*[x = x][[x] — (d, L)]

= (update® [x] (E¥[cons dO x][[x] — nil]) [[x] — nil]) U [[x] — (d, L)]
= [[x] = (40, nal)] U [[x] — (d, L)]

= [[x] — (doud, nil Lipror )] = [[x] — (doUd, L)]

The outcomes are joined, precision is lost, and the result is an abstract store
that maps x to a non-nil list whose head is d0 LI d and whose tail is unknown
(i.e., might be any L*>-value at all).

The example demonstrates how an abstract intepretation is used: an
input property is supplied and its output is calculated by derivation. To
calculate the output, f(op), from a program denotation, f = Ao.Ff,, we
must ensure finite unfolding of the calls, fo’, and detectable termination of
the unfoldings. To bound the unfolding, we employ “minimal function graph”
semantics [27]: Starting from fog, we generate the subsequent unfoldings,
fo;, generating a family of k first-order equations,

fJOZchn
falefag

Jor = Fy,,, for some j <k

which we solve iteratively. The equation set is guaranteed finite if the abstract
domain from which o ranges is finite (e.g., Sign or L] ™).

If the abstract domain is infinite but has finite height (e.g., Const), we
force k to be finite by making the argument sequence, og, 01, -+, 0y, into a
chain so that the domain’s finite-height ensures a finite equation set: when
f(0;) generates the call, f(o’), we replace the latter by f(o; Llo’), which can
be safely used in place of the former. The abstract domain’s finite height
bounds the quantity of the generated equation set.

An abstract domain like Interval has infinitely ascending chains. In this
situation, LI is replaced by a monotonic, extensive widening function that
generates chains of finite height [1]. For the Interval domain, its widening
function is defined widen(o;,0’), where o; is the ith element in the chain
under construction, and ¢’ is newly appearing in a call, f(o’):
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widen([], [¢,d]) = [e, d]

widen([a,b], [¢,d]) = [a,b], if a < cand d <b
widen([a,b], [¢,d]) = [-00,b], if c<aand d <b
widen([a,b], [c,d]) = [a,+o0], f a < cand b < d
widen([a, b], [c,d]) = [-o0, +00], if c <@ and b < d

Widening operations are also required for polyhedral domains.

Here is an example from Figure 10: For C*[while NonNil x : x = t1 x| =
f, where f(o) = G*[Nil x]o U f(C*[x = t1 x](G*[NonNil x]o)), we calculate
from an input property og: Let oy = [x — (d,L)] and 0, = [x — L].
(Recall, in L] ® that | € L] means “all lists,” and T € L] means “no
lists.”) Now, C*[while NonNil x: x = t1 x]og = fog, where

foa = GFNil xJog U f(C*[x = t1 x](G*[NonNil x]og)
=[x T]U f(C*[x = t1 x]op)
=[x TIU foy
= fop

fo, = G*Nil x]o, U f(C*[x = t1 x](G*[NonNil x]o;)
=[x — nil]lU f(C*[x = t1 x]oa)
=[x — il U foy

We solve these two first-order equations.

The inductive definition format ensures soundness: For E[op(E;)] =
f(E[Ei]), we define the abstract semantics inductively as £*[op(E;)] =
FHEYEs]), where ff = a0 fo. It is immediate that £ is sound for &:
E[E] o v = v 0 E*[E] (equivalently stated as oo E[E] = EF[E] o o).

Recall the two notions of completeness, applied to &:

forwards completeness: For all E; E[E] oy = o EF[E]
backwards completeness: For all E, a o E[E] = E*[E] o a

As proved by Cousot and Cousot [2], both forms of completeness are pre-
served by least- and greatest-fixed-point constructions, as well as by function
composition and by inductive definition on syntax: If for every equation,
Elop(Es)] = F(E[E:]), fEis forwards (resp. backwards) complete for f, then
& is forwards (resp. backwards) complete for £. When there is not com-
pleteness, the inductive definition of £* is sound but may be weaker than the
strongest abstract interpretation: £*[E] 3 avo E[E] o 7.

As noted earier, the two completeness forms both define strongest-
postcondition semantics yet they are inequivalent. To clarify the situation,
we study the topology induced by the underlying Galois connection.
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7. Topological characterization of completeness

Topology plays a key role in denotational semantics. To solve the domain
equation, D = D — D, Scott needed to limit the cardinality of functions
on D. Topological continuity was the appropriate criterion: For complete
lattice L, Scott defined L’s open sets to be those subsets of L that are (i)
upwards closed and (ii) closed under tails of chains.* The functions that are
topologically continuous for the Scott-topology of L are exactly the chain-
continuous functions on L. Continuity limited the cardinality of D — D so
that the recursive domain equation had a solution.

Consider the Scott-topology on an algebraic bepo: D is algebraic iff there
is a subset, Fp C D, of finite elements® such that for every d € D, d = LU{e €
Fp | e C d}. Each e € Fp defines the property of “having e-information
level,” and the basic open sets for D’s Scott-topology are {Te | e € Fp}.°

Given that topology is the study of computing on properties, one would
believe that it would be central to the theory of abstract interpretation [1],
which studies exactly this topic. There are indeed some precedents.

In [28], Cousot and Cousot employed topology to establish soundness of
convergence: They proposed a TO-topology, the U-topology, for complete
lattices, where the basic open sets are up-closed and closed under finite
meets. As with the Scott topology, a function is chain continuous iff it is
LI-topologically continuous. (The two topologies coincide for algebraic lat-
tices.) The Li-topology explains how computation on an abstract interpreta-
tion preserves properties: When lattice L’s abstract interpretation is defined
by an upper closure operation, p : L — L, the Li-topology on p[L] is exactly
the relative topology on L: every open U’ C p[L] equals U N p[L], for some
open U C L.

One application where topology has been employed is backwards strict-
ness analysis. A characterization of a strictness-analysis domain as open-set
properties was made by Hunt [29], who observed that Clack and Peyton
Jones’s backwards strictness analysis employed abstract values called fron-
tiers, which were finite subsets of a finite lattice, D, that represented up-

4That is, for every chain, C' = {cg,c1, - ¢i,---} € L, when UC € U, for open set
U C L, then there exists some ¢ € C such that ¢, € U also. This means C’s tail, from ¢z
onwards, is in U.

e € D is finite iff for all chains C C D, e C UC implies e C ¢ for some ¢ € C.

Swhere fe={d € D | e C d}
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closed subsets of D. Since up-closed subsets of a finite lattice are Scott-open,
all monotone functions f : D — D are Scott-continuous, implying f~! maps
frontiers to frontiers, ensuring that the analysis preserved strictness proper-
ties “on the nose.” Dybjer formalized this property for denotational seman-
tics definitions and domain equations, axiomatizing the Scott topology of the
latter as well as the law that the inverse of a Scott-continuous function maps
open sets to open sets. He then showed strictness analysis is an instance of
his axiomatization [30].

The most striking application of topology to abstract domains came from
Jensen [31], who utilized Abramsky’s domain theory in logical form [22]. Re-
call that Abramsky applied Stone duality [21] to domain theory, generating
a Scott domain from a set of atomic elements that act as primitive proposi-
tions in a domain logic, closing them under a set of frame axioms. Jensen
observed that one can use a finite subset of the atomic elements with the
frame axioms to generate an abstract domain that approximates the domain
generated from all the atomic elements. Jensen called his methodology ab-
stract interpretation in logical form and applied it to strictness analysis, as
did Benton, who proposed his own “strictness logic” [32].

How do these efforts relate to the development in this paper? For abstract
domain, L;Op , its elements name properties that are used in an abstract
interpretation: each ¢ € L] names the set, ¢ C L, a Scott-basic open set
in L°°. The collection, y[L}], is a family that is closed under intersection
but not necessarily under union. If we close under union, we have a topology
on L™ coarser than the Scott-topology. But this analogy fails for relational
abstract domains. To resolve the issue, we will assume that the elements in
any abstract domain define “open sets” like the ones in LkTOp and develop the
consequences.

One defines a topology so to ask, “what are the continuous functions?” In
the case of the “topology” defined by an abstract domain, we ask “what are
the open, closed, and continuous maps?” We will see that the elements of an
overapproximating abstract domain define closed sets and the elements of an
underapproximating abstract domain define open sets; we also see that those
functions that preserve members of an abstract domain (the closed/open
maps) are the forwards-complete functions of abstract-interpretation theory
and those functions that reflect members of an abstract domain (the contin-
uous maps) are the backwards-complete functions.
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8. Basic definitions

We review core concepts from topology [33]: For a set, X, a topology, Os, C
P(Y), is a family of property sets, called the open sets, that are closed under
union (for all S C Os;, |J S € Os) and binary intersection (U;NU; € Os, when
Uy, Uy € Oy) and include ¥ (|JOx = ¥). The complement, ~U = ¥ — U,
of an open set U is a closed set; define Csx, = {~U | U € Ox}. For topology
Oy, a base is a subset, By, C Oy, such that every U € Oy is the union of
some members of the base (for all U € Oy, there exists S C By, such that
US = U). The members of the base are called basic-open sets.

For S C %, its interior, ¢(S), is the largest open set within S; ¢(S) =
U{U € Ox | U C S}. The smallest closed set enclosing S is its closure,
p(S)=({K|SCK, KeCs}.

A function, f: ¥ — X, is (topologically) continuous iff for all s € ¥ and
V € Oy, if f(s) € V, then there exists some U € Oy such that s € U and
flU] €V (where f:P(X) — P(X)is flU] = {f(x) | z € U}). See Figure
13. A crucial result is that f is continuous iff for all U € Oy, f~}(U) € Oy
also, where f~1(U) = {z € £ | f(z) € U}. (As a corollary, f is continuous
iff for all K € Cyx, f~!(K) € Cyx also.) Function f is an open map iff for all
U € Os, flU] € Ox and it is a closed map iff for all K € Csx, f[K] € Cs.

9. Property families, function preservation and reflection

We now adapt topological concepts to abstract interpretation. For a
concrete state set, 3, choose some Fy, C P(X) as a family of properties. In
Figure 3, the family Sign,,, is {0, {i | ¢ < 0},{0},{i | i > 0}, Int}.

For each U € Fy, its complement is ~U = X —U,; for Fy, its complement
family, ~Fs, is {~U | U € Fs}. E.g., ~Signg, is {Int,{i |1 >0}, {i | i #
0},{i]i<0},0}. When property family Osx, C P(X) is closed under unions,
then Oy, is an open family and has the interior operator, ¢ : P(X) — Os.
Dually, if a property family Cs is closed under intersections, it is a closed
family (Moore family [2]) and has a closure operator, p : P(X) — Cs. Sign,,
in Figure 3 is a closed (but not open) family, whose closure operation is the
p stated in the Figure. If Oy is an open family, then its complement is a
closed family (and vice versa), where (,.; K; = ~ J;c; ~ K; (and where

Uz‘e] Ui = Nﬂie[ NUi)'
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Let f: X — A be a total function;” define f : P(X) — P(A) as f[S] =
{f(s) € A|s e S}. Next, define function inverse, f=! : P(A) — P(X), as
fHUT)={seX| f(s) e T}

For property families, Fx, and Fa, f : ¥ — A is FxFa-preserving iff for
all U € Fx, fl[U] € Fa. In such a case, f : Fx — Fa is well defined. To
reduce notation, we use functions, f : ¥ — X, with the same domain and
codomain (and we say, “f is Fyg-preserving”), but all results that follow hold
for functions with distinct codomains and domains, too.

Definition 3. For s € ¥ and S C %, let Uy (respectively, Ug) denote a
member of Fs, such that s € U (respectively, S C Usg).

(i) Fors € ¥, f: X — X is continuous at s iff for all Vi) € Fx, there
exists some Ug € Fy, such that f[Us] C V).

(ii) For S C X, f is continuous at S iff for all Vi € Fx, there exists
some Ug € Fx, such that f{Us] C Vyg).

(iii) f is Fx-reflecting iff for all V € Fs, f~HV) € Fx, that is, [~ is
Fx-preserving.
Proposition 4. (i) f is Fs-reflecting iff f is continuous at S, for all S C X.

(i) If Fx is an open family, then f is Fs-reflecting iff f is continuous at s,
for all s € 3.

PROOF. We prove (i); (ii) is a standard result [33]. If: for V' € Fy, consider
f7HV). Because f is continuous at all S C 3, there is some Up-1(yy € Fy
such that f[Us-1(y)] € V. But Up-1¢) must equal f~1(V') for this to hold.

Only if: for S C 3, say that Vs € Fx. Since f is reflecting, f~1(Vs) € Fx.
Thus, f[f_l(VS)] C Vs.O

We retain these critical dualities for all f and Fy:

Proposition 5. f: X — X is ~Fx-reflecting iff f is Fs-reflecting.

f is Fxn-preserving iff f =~ ofo ~ is ~Fx-preserving.

In Figure 3, negate and square are Sign,,-reflecting (but succ is not).
Both functions are ~ Sign,,, reflecting, where ~ Signg,, = {Int,{i | i >
0},{i|i#0},{i|i<0},0}. Since negate is Sign,,-preserving, n/egcge is
~ Sign,,-preserving, e.g., n/egcﬁe{i |2 >0} ={i|i<0}. We exploit such
dualities in the next section.

"The results are best understood with total functions. Partial functions are addressed
in a later section.
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s> pu(S) = U{pis) | s € 5}
{1=2,-1,0} 0,1,2,3,..} fﬁ =puof
{m2-1,1,2,.. f—1 _ ; #
T FTU) = UV € SignOn | V) € U)
0 For succ(i) =i+ 1,

succt{i | i < 0} = {i | i <0}
# — Ll 3

succﬁ{(.)} . tii> O} . succh 1{0} =0

succ*{i|i >0} ={i|i>0} L i< 0h = 0

succt{i | i <0} = Int suce _l{l. | Z <0} = o

succt{i | i # 0} = Int, etc. succt {i | i <0} = {i|i< 0}, etc.

succd {i | i >0} = {i|i >0}

Figure 11: Using Sign,, = {0,{i | ¢ < 0},{0},{i| ¢ > 0}, Int} as a base for a topology.

10. Postcondition and precondition analyses

A property family lists the properties that can be computed by an abstract
interpretation. ~ Function f* : Fy — Fy soundly approximates f : ¥ —
Y iff for all V € Fx, f[V] € f4(V). When Cyx, is a closed family, we use
its closure operator, p, to define from f its sound, strongest-postcondition
approximation, f* = po f. A forwards abstract interpretation calculates
overapproximating postconditions, and one uses a closed family to generate
a postcondition analysis; the literature abounds with examples [4, 1].

What if we desire preconditions from a closed family? We might define
[¥s inverse, fi; :Cy — P(Cy), as

(x) fre,(U) ={V ecs | fF(V) CU}

Although this definition is sound, in the sense that Uf*; (U) C f~'(U), the
value U fﬁEE(U ) is not necessarily expressible in the closed family, Csx. To
repair the flaw, we close Cyx, under unions, that is, we use it as a base for
a topology on 3, namely, COyx, = {UT | T C Cy}, which is both an open
and a closed family. (The closure map p, : COx — COsx equals py(S) =
U{p{s} | s € S}.) Now, we approximate with COyx: for f : ¥ — 3, we
define f*: COyx — COx, as f* = p,o f; we define fﬁEOE :COx, — P(COx) as
[P0, (U) ={V € COx | f(V) C U}, like before; and this makes f*'s weakest
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Counly 9! For Nat = {0,1,2,- -},

© {1,2,3,..} CountNat = {Q? {0}7 {07 1}7 {17 27 37 e }7 Nat}
0.1} u(S)=U{U | U C S}, eg.,
0122.) {0,1,2} = {0,1}

1{2,4,6,8,---} =10

For suce(n) =n+ 1, succ?{0,1} = {0}
succ™® = 1o succ” !, e.g., suce™ {0} = 0 = succ™*(0)
succ™?{1,2,3,---} = Nat = succ™°(Nat)

Figure 12: Open family for counting analysis

precondition, f*~!: COy, — COx, well defined: f*'(U) = Uf*c, (U).2

COy is the disjunctive completion construction, seen earlier. Figure 11
shows the disjunctive completion of Sign;,, to SignOp, and the precondition
function for succf. Now, we have preconditions, but the extra sets generated
by the disjunctive completion may make the abstract domain too large for a
practical static analysis.

If we are primarily interested in preconditions, we should start with an
open family of properties (one closed under unions), Osx, C P(X), so that we
have straightaway an interior operator, ¢ : ¥ — Osx;. We underapproximate
the inverses of transition functions: For f : ¥ — ¥, define f7°: Oy — Ox
as [7° = 1o f7l. f7°(¢)) calculates the weakest precondition of f and v
expressible in Ox: for ¢, € Ox, if fl¢] C 9, then f[f°(¢)] C ¢ and
¢ C f().

Disjunctive completions of closed families — topologies — are the stan-
dard examples of open families, but Figure 12 defines an open but not closed
family, C'ountyy, for a backwards counting analysis. The successor opera-
tion, succ : Nat — Nat, is Count yg-reflecting, so succ™® = succ™t. (See
the Figure.) Predecessor (pred(n + 1) = n, pred(0) = 0) is not reflecting,
and pred=° = 1o pred—! yields pred—°{0,1} = 1{0,1,2} = {0,1}, etc. As
indicated by research on backwards strictness analysis [32, 30, 29, 31], one
should use an open family of properties to generate a precondition analysis.

8More precisely stated, it is the weakest liberal precondition, as explained in Section 15.
Also, since COx; possesses an interior operator, ¢, we can define the precondition function
as to f~! and prove that f*=1 =0 f=1 [11].
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Because the complement of a closed family is open (and vice versa), we
can move from a postcondition analysis to its dual, precondition analysis:
Say that Cy is closed so that Oy, = ~Cy is open. First, every Cy-reflecting f
is Og-reflecting, and for every Cy-preserving f : ¥ — X, f is Og-preserving,
by Proposition 5.

Lemma 6. Forall f : X =X andV € Fyg, ~f 1 (V)= fH~V).
For allV € Fs, f~1(V) = fYV).
For closed family Cs, and its complement, Oy = ~Cs, ~0op =10 ~.

These results yield

—_— —_——

Proposition 7. (f~)4(U) = f~°(U), for allU € Os.  (Note: (f~1)f =~
o(f Yo ~.)

PROOF. W(U) = ~opo flo~ (~K), where U = ~ K. This equals
~p(f7HK)) = 1(~ f71(K)), by the previous lemma, which equals ¢(f~!(~
K)), by the lemma, which equals f~°(U). O

The Proposition says, by using Cy’s closure operator to define the over-
approximating (f~!)f, we can compute an underapproximating, weakest-

—_—

precondition analysis on Oy, = ~Cx. defined as (f~1)%.
As an example, consider ~ Sign,,,, = {Int,{i|i >0}, {i|i#0},{i|i <
0}, 0}, based on Figure 3. This open family’s logic includes

Y u=~U [y Uthy | negate ' | sq~ ',  for U € Sign,,

Because succ is not Sign,,-reflecting, we underapproximate it by succ™® =

(succ=1)E. We have succ™®{i | i # 0} = {i | ¢ > 0}; succ™°Int = Int; and
succ ®(U) = ), otherwise. In this fashion, a postcondition analysis based on
Cyx, defines a precondition analysis on ~Cy.

Finally, every Fs, possesses both a logic for validation (viz., Fx’s sets and
its logical operators) as well as a dual, refutation logic: ~Fx’s logic. We say
that S has property —¢ if S C ~¢, for ~¢ € ~Fx. This is the foundation
for three-valued static analyses [34], where one uses a single abstract domain
to compute validation, refutation, and “don’t know” judgements.
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11. From continuity to completeness

There is a correspondence between functions that preserve and reflect
property sets and abstract-interpretation-complete functions: Recall that f :
Y. — ¥ is Fy-preserving iff for all S € Fyx, f[S] € Fx. But this is ezactly
the definition of abstract-interpretation forwards completeness when Fy is a
closed family. We say that f is Fx-forwards complete. In topological terms,
f is a closed map. The forwards-completeness notion also applies when Fr,
is an open family and f is an open map.

We now develop the equivalence of Fx-reflection to backwards complete-
ness. For 5,5 C ¥, write S <g, S iff for all K € Fy, S C K implies
S" C K. This is the specialization ordering in topology. Write S =z, 5’
iff S <z, S and S <z, S. Note that S O 5" implies S <z, S’, but the
converse need not hold.  Say that f : X — X is Fx-monotone if for all
S5 e P(X), S <z, S implies f[S] <g, f[9']. The following definition is
the usual one for abstract-interpretation backwards completeness:

Definition 8. For property family, Fx, f : ¥ — ¥ is Fs-backwards-
complete iff for all S, 5" C %, S =g, 5" implies S| =x, 5]

Clearly, if f is Cs-monotone, it is Cx-backwards-complete, but the converse
also holds for a closed family:

Proposition 9. If Cx is a closed family and f is Cs-backwards-complete,
then f is Cs-monotone.

PROOF. Assume S < §" and f[S] C K, for K € Cx. Say that p is the
closure operator for Cs; then, po f[S] C K, because K is closed, implying
po foplS] C K, by Cs-backwards-completeness, that is, (po f)(p(S)) C K.
This implies p o f[S'] € K, because S C p(S) and S < S’. This gives
of [S'] C K.

Proposition 10. If f s Fs-reflecting, then it is Fx-backwards-complete.

PROOF. Assume S <y, 5" and show f[S] <y, f[5']: Say that f[S] C K € Fy;
since f is reflecting, f~1(K) € Fy, too, and S C f~!(K). Because S <y S,
S" C f~YK), implying f[S'] C K. O

If Cyx; is a closed family, we use its p to prove the converse. Here are the key
technical properties:
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Lemma 11. For all S C X, S =¢,. p(S).
For all S,5" C X, S =c. S"iff p(S) = p(S').

Lemma 12. The following are equivalent for closed family, Cs:
(i) f is Cs-backwards-complete;
(i) for all S C %, f[S] =cs. flp(S5)];
(iti) po f=po fop.

PROOF. (i) implies (ii): From Lemma 11, S =, p(S); apply (i).

(i1) implies (i3): From (ii), f[S] and f[p(S)] are contained in exactly the
same closed sets, hence their closures are equal.

(iii) implies (i): Let S =¢. S’ and f[S] C K for arbitrary K € Cs.
Then, p o f[S] € K and then po f[p(S)] € K, by (iii). By Lemma 11,
po flp(S)] C K, implying f[p(S")] C K.

For a closed family, reflection (topological continuity) is backwards complete-
ness:

Theorem 13. For Cx, f : ¥ — ¥ is Cx-backwards-complete iff f is Cs-
reflecting.

PROOF. The if-part is already proved. For the only-if part, assume f[S] C
K € Cy and show there is some Lg € Cy such that f[Ls] C K. Let p(S)
be the Lg: we have f[p(S)] =c,. f[S] by the previous Lemma, which implies
flo(9) C K. O

Corollary 14. (i) if f is Cx-backwards-complete, then f~1 is both Cs- and
~Cx-forwards complete. )
(i) f is Cs-forwards complete iff f is ~Cs-forwards complete.

ProOOF. By Proposition 5 and the previous Theorem.

12. Relation to partial-order backwards completeness

The crucial characterization of backwards completeness by Giacobazzi, et
al. [9] was made in a “frame-theory” presentation [21], where (P(X), Q) is
abstracted to a complete lattice, (D, C), and Cy is abstracted to p[D] C D,
namely, the fixed points of an upper closure map, p : D — D. We can
rephrase their work in terms of our development:
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First, define f~ : D — P(D) as f~(d) = {e € D | f(e) C d}. When
f~ is chain-continuous, then f~(d) has a set of maximal points, denoted by
mazx(f~(d)). When f is an additive function, that is, f(US) = Ugesf(d),
for all S C D, then max(f~(d)) is a singleton set. This is the case for the
point-set topology used in the previous section.

Let p[D] define D’s closed family of “properties” and let f : D — D be
chain-continuous. First, (i) f is continuous at d € D iff for all e € p[D], if
f(d) C e, then there exists d’ € p[D] such that d C d’ and f(d') C e. Next,
(i) f is p-reflecting iff for all e € p[D], max((f~(d)) C p[D] (t ha is, the
maximum elements of f~(d) are in p[D]). It is easy to prove that (i) and (ii)
are equivalent.

We define d =,py d' iff for all e € p[D], d C e iff d' T e, that is, iff
p(d) = p(d’). This yields the definition of backwards completeness: f is p-
backwards complete if d =,p; d’ implies f(d) =,p) f(d’) for all d,d" € D,
that is, po f = po fop. We have immediately the main result of Giacobazzi,
et al. [9] in the “frame theory”: f: D — D is p-backwards complete iff it is
p-reflecting.

The characterizations of forwards completeness as property preservation
and backwards completeness as property reflection (continuity) link the shell
constructions of Giacobazzi, et al. [10, 9], to refinements of topologies and
the characterization of function continuity to convergence of nets [33].

13. Application to structural approximating domains

For domain L* and its finite approximants, L, consider the relationship
between the Scott-continuous functions, f : L> — L*, and the backwards-
complete functions for each P(L>){a* v*)L]? k > 0.  First, all func-
tions f are trivially Ly-backwards complete (that is, backwards complete
for P(L>®){a® ~*)LJ ). Since the collection of property sets defined by
7[Ly] is a subset of those for 4*T1[Ly4], any Li-backwards complete f is
Lj-backwards complete for j < k.

Consider the domain defined in Figure 8:

e There is a Scott-continuous function, f : L — L, that is not L;-
backwards complete for all & > 0. Define f as follows: f(d* nil) =
nil, for all £ > 0, and f(¢) = L, otherwise. This function is Scott-
continuous. Consider f~'{nil}; it is exactly all the total, finite lists
in L, and for no finite element e € L*> does this set equal Te. (Nor
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does the union of the upclosed sets of finite elements in any L equal
f~Y(nil) — the union of the basic opens of all finite lists in L> are
required.)

e For each k > 0, there is a monotone, Lg-backwards complete function
that is not Scott-continuous. For k, define f; : L>® — L* as follows:
f(L) = 1L; for j <k, fe(d?,nil) = (d,nil) and fp(d’, L) = (&, L).
For j > k, fu(d?,nil) = (d*, L); fe(d?, L) = (d*, L). Finally, define
fr(d>®) = d>°. This makes f; monotone and backwards complete but
Scott-discontinuous. The result does not change when the sets defined
by L; are closed under union.

These results are not surprising, because the property family for each Lj-
domain is coarser than the Scott topology for the corresponding domain.
They are frustrating, however, because they show how difficult it is to estab-
lish a homomorphism property from a concrete to an abstract denotational
semantics.

14. Completeness for open families

How do the definitions of forwards- and backwards-completeness relate
to open families? Let Ox. be open (closed under unions) and ¢ : P(X) — Ox,
be its interior map. Recall that open families are used for precondition
analyses, so for f : 3 — %, we focus upon f~!: P(2) — P(X), defined as
f7US) ={s € 2| f(s) € S}. The weakest precondition transformer for f
in Oy, is o f~1: Oy — Os.

Osx-forwards completeness for f~! is defined f~' ot = 10 f~1 o, that
is, f~! maps open sets to open sets, that is, f is topologically continuous.
Stated completely, f~!is Og-forwards complete iff f=1 is Ox-preserving iff f
is Ox-reflecting iff f is ~Ox-reflecting. This is the classic pre- post-condition
duality of predicate transformers [35].

We can define Oyx-backwards completeness for f~! as 1o f~t =10 f 1o
But backwards completeness in Oy, is not a statement of f’s continuity —
the definition of the specialization ordering in Section 11 is suitable for closed
sets, not opens.

But we can dualize it: For Oy and S, S’ C 3, say that S <p, S iff for
every U € Oy, when U C §, then U C 5" as well. That is, S <p, 5" when
Ss interior falls within S’s. Then, S =¢, S’ iff S <p, S’ and S’ <p, 5,
that is, S and S’ have the same interior: ¢(S) = ¢(S’). It is easy to prove
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(ii) For S € 2, f~1: P(X) —
P(X) is dual continuous at S iff
whenever f~![S] D U € Fy, then
there exists V € Fyx, VC S, such
that f~'[V] D U.

(i) For S C %, f is continuous at
S iff whenever f[S] C V € Fy,
there exists some U € Fx such
that S C U and f[U] C V.

Figure 13: Continuity and dual continuity at a set

that f~! is backwards-Os, complete iff for all 5,8 C ¥, S =p, S’ implies
F1(S) =0y £U(S).

Backwards completeness for an open family and f~!is a “dual continuity”
property. Say that f=1: P(X) — P(X) is dual continuous at S C X iff for
all U € Os, if f71[S] 2 U then there exists V € Ox, V C S, such that
f7YV] 2 U. Figure 13 depicts dual continuity at a set.

Theorem 15. For open family Ox, and f : ¥ — X, f~1 is dual continuous
for all S C X iff f~1 is Ox-backwards complete, that is, Lo f~1 =10 f~lou.

15. Partial functions

The examples in Sections 1 and 2 used partial functions of arity ¥ — X.
The completeness results proved in the previous sections used total functions,
of arity > — ». We now reconcile this discrepency and expose the two forms
of precondition analysis.

The examples based on partial functions, f : ¥ — X, used this definition
of function image: f[S] = {f(0) € ¥ | 0 € S}, which ignores those oy € S
such that f(og) = L. When f(0g) = L then {f(0¢)} C U for every U € Fs.
As a consequence, the definition of inverse image cannot be merely f~1(S) =
{o € ¥ | f(o) € S}, because this omits those oy such that f(og) = L. One
repair is to use the definition, f=1(S) = U{S’ C | f[S’] C S}, but there is
the unpleasant consequence that when f(og) = L, then both og € f~1(U) as
well as og € f~1(~U).

It is better to model f : X — X as the total function, f: ¥ — X, as one
does in denotational semantics. The examples in Sections 1 and 2 tacitly use
closed families on the space, XU {L}, such that for every V € Cyyq1y, L € V.
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When a property family, Fy, extends to the space ¥ = XU{_L} such that
Fsupy = {VU{L} | V€ Fg}, we say that Fy is L-inclusive. In practice,
property families used for calculating postconditions of partial functions are
| -inclusive, because termination is undecidable. The result is a partial cor-
rectness postcondition analysis. Now we can use the classical definitions of
function image and preimage from Section 8 and retain the crucial property
that f~'(V) and f~!(~V) form a partition of X, for every f:3 — 3.

Section 10 defined a precondition semantics for closed families. It is worth
reviewing. Consider this partial integer-square-root function, sqrt : Int —
Int:

sqrt(0) =0
sqrt(i) =7, if 1 >0, such that j >0, jxj <4, and (j+1)*(j+1) >4
sqrt(i) =L, ifi<0

We have sqrt{—2,—1,0} = {L, 0}, sqrt{4,8,10} = {2, 3}, etc.

We employ the _L-inclusive property family,  Sign,,
{none, neg, zero, pos, any}, from Figure 3.  Without ambiguity, we use
the same property names for Sign p,,(1y = {none, neg, zero, pos, any}, with
the assumption that L belongs to each named set.

Then, sqrt=![zero] = zero U neg, because sqrt[neg] = {L} and L €
zero € Sign 1y For that matter, sqrt~'[neg] = neg. This indicates that
a _L-inclusive property family computes weakest liberal preconditions, where
termination is not a necessary condition for membership.

Since Signp, is a closed family, so is Signp,1y; the latter’s closure
operator is defined p  (S) = p(S) U {L}. We define sqrt’s approximation
as sqrt* = p) o sqrt (e.g., sqrt*(zero) = zero, sqrt*(pos) = pos, sqrt*(neg) =
none, with the assumption that L belongs to each named answer set).

Section 10 showed that that one defines sqrt’s precondition for a closed
family as follows: For U € Csu(iy,

sqrtt " (U) = U{V € Sign,,, | sqrt*(V) C U}

For the example, we close Sign;,, under unions, producing SignO,, (see
Figure 11), which we decree is _L-inclusive. This makes sqrt’r1 soundly
underapproximate sqrt .

But say we want precondition analysis for sqrt that demands termination
as necessary for membership. When property family Fx, extends to X U {_L}
such that Fyyp1y = Fy, that is, for every U € Fsuqyy, L € U, we say that Fy
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is L -exclusive. In practice, open families that calculate weakest preconditions
are L -exclusive. In the case of sqrt, we return to the property family
SignO,;, which possesses the interior operator, «(S) = U{V € Sign,,, | V C
S}. So, sqrt"=' is 1 o sqrt~! such that sqrt”~'(zero) = zero, sqrt’~'(neg) =
none, etc.

The development in this section is expressible within powerdomain theory
of denotational semantics, where partial functions are defined with arity,
¥ — ¥, and weakest-liberal-preconditions are defined with arity Pr(X) —
P(X), where Pr(X) is the lower powerdomain [36, 37, 13], whose sets are
downwards closed in 3, . Weakest preconditions are defined Py (X) — P(2),
where Py (X) is the upper powerdomain [37, 38|, whose sets are upwards
closed in X .

16. Nondeterminism and semicontinuity

Nondeterministic systems use transition relations on Y x ¥, which we
treat as functions of arity, f : ¥ — P(X). The property family for P(X)
is different from >’s and depends on how we define f’s preimage, a map,
P(X) — P(32). We have two choices: for S C 3,

prey(S) = {c € T ()N S £ 0)
pey(S) = {e € 2| f(e) € 5)

The following definitions come from Vietoris via Smyth [8]:

Definition 16. For property family, Fs, C X,
Y — is lower semicontinuous for Fx, iff pre; is Fs-preserving.
f:X—=PX) sl iconti for Fs iff pre; is F '
DI is upper semicontinuous for Fy, iff pre; is Fx-preserving.
f:X2—=PX) iconti for Fs iff pre; is F

Say we want pre; in the logic for Fy; what property family for P(X) is
appropriate? The answer was found by Smyth [8]: define O% C P(P(X))
to be the open family generated by taking all unions of the base, Bﬁz =
{3U | U € Fg}, where U = {S C X | SNU # 0}. (Read U as “all the
sets that meet property U”). Indeed, for all U € Fy, f~1(3U) = pre;(U).
Oﬁz is called the lower topology based on Fx,. When Fy is open, we apply
this result, due to Smyth [8]:

Proposition 17. If Ox, C ¥ is an open family for X3, then f: ¥ — P(X) is
lower semicontinuous for Oyx, iff f is OEO(LQE -reflecting.
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That is, pre; lies in the logic for Os iff f is Og@éx-reﬂecting. Smyth used
this result to explain the lower-powerdomain construction of denotational
semantics in topological terms.

For abstract interpretation Oy, for f : ¥ — P(X), we must compute
f’s preimage in Ox’s logic, that is, as a function of arity, Oy — Ox. If f
is lower semicontinuous, we use pre; itself, thanks to the above proposition.
But if f is not lower semicontinuous, we use Ox’s interior operator, ¢, to
(under)approximate pre; by (¢ o pre;) : Oy — Oy, like in Section 10.

We can dualize the previous development and discover a well-known tech-
nique for approximating ﬁef within a closed family: As usual, define Csy;, =
~ Os; we can calculate that ~Op_ is the closed family whose members are
all the intersections of sets taken from the (co)base, BY = {VK | K € Cs},
where VK = {S C ¥ | S C K}. (Read VK as “all the sets covered by
property K.”) Indeed, for all K € Cg, f~'(VK) = pre;(K). We name this
closed family: C5. = ~Of,_ .

Corollary 18. Let Cs. be a closed family and define Oy = ~Cs.

prey is Ox-preserving iff ﬁef 15 Cx-preserving.

f s Og@éx—reﬂectz’ng off it is Cgcgz -reflecting.

Hence, pre; is Cs-preserving iff f is Cgcgz—reﬂectmg iff [ is upper semi-
continuous for Cs.

PrOOF. By Propositions 5 and 17. O

The corollary tells us pre; lies in Cs’s logic when f : ¥ — P(X) is upper
semicontinuous. But what if f is not? Then we must underapproximate pre;
by some function of arity, Cs; — Cx. But we have no interior map to aid us,
only a closure map.

The classic approach is to overapproximate f by some f* : Csx, — ng , from
which we define a Cs-preserving prey:. To do this, we need some insight about
f¥s codomain: Each M € Cg_ is a set of sets formed as M = (,. {VK; | K; €
Cs}. Read property M as “VK; AVKo A+ - AVEK;A---" — M’s members are
sets covered by property K; and covered by property Ks and ... covered by
property K; and so on. This forces f* to have this format, for all arguments
Ky € Cx:

fH(Ko) = VKL AVEKy Ao AVK A - -

By pointwise reasoning, the M defined above equals V\{K; | K; € Cs}, read
as V(Ky NKo AN~ ANK;A--2).” But ({K; | K; € Cs} € Cx, meaning that
f* reverts to this more benign format:
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cVU

Let #ero= {O} SignO |t [int
neq = {’L | 1< 0} [((neg v zero) [(neg v pos) ] (zero v pos)
pos = {i | i >0}
Let VK ={SCInt|SC K} Cneg [zero [ pos
Let KV K’ denote K U K’ 00
sqrt : Int — P(Int) N
P I
sqrt( ) = {0} presq'rt P( nt) — P( nt)

sqrit(1) = {—1,1} = sqrt(2) = sqrt(3) pzesqrt{o,ll}ozl {0_} 0193
sqrt(4) = {—2,2} = sqrt(5), etc. ],Tesqrt{._ e } —_{ h L % }
8617“75( ) = (), etc. presqrt{Z ‘ i # O} = {Z | i 0},etc.

U
sqrt*: CGinor. = Clignon,

o) V(;egv o) Pty SignOiny — SignOig
sqrit(neg) = sqrtu(neg Y pos) = neg V pos
sqrif(Int) = VInt Tesgrez (P0S) =

sqrt*(neg V pos) = V(neg \V pos) qrtu(zem v neg) — e
sqrt*(zero V neg) = Vzero PTesqrez(Int) = Int, etc.
sqrtt(zero \V pos) = VInt, etc.

Figure 14: sqrt, upper topology on Sign®j,;, and sqrt!

FHE) = VK’

where K, K’ € Cx. The quantifier reminds us that f’s answer is a set of Y-
values, covered by K’. In temporal logic, the quantifier is written as O. That
is, because f* overapproximates f and f#(K) = VK’, we have that K |= [f]K’
is a sound assertion in temporal logic, that is, K C pre(K') = f~1(VK).
This connects the topology, Cs;, to the temporal logic.

Say we overapproximate f : ¥ — P(3) as expected by f*(K) = py(f[K]),
where py is the closure operation for CZ_: py(T) = ({VK | T C VK, K €
Cs}. (That is, py(7T') computes the conjunction of all properties K that cover
all the sets in T.) Next, we desire a sound pre;; so that preq (K) C pre;(K) =
f~YVK), for all K € Cx. We work from Equation (%) in Section 10; f*’s
inverse image is

Fres(K) = {K" € Cs | [A(K") € VK}
We want pre;s(K) = Uf*(K), and if Cy is also closed under unions, we

have what we want. If not, then we repeat the development in Section 10:
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build the disjunctive completion of Cx (close it under unions), COsy; redefine
4. COx — Cgoz; and define pre; : COy — COx as prep(K) = Ufﬁgoz(K).

Figure 14 displays an integer square-root function, sqrt : Int — P(Int).
The disjunctive completion of Sign,,, produces the topology, SignOp, in
Figure 11, from which we generate C§, . , illustrated in Figure 14.

There is a useful, dual development of everything seen so far in this
section. Starting again with ¥ and its property family, Fy,, define the prop-
erty family for P(¥), namely, O% C P(P(X)), as the open family gen-
erated by taking all unions of the base, BY = {VYU | U € Fx}, where
YU = {S C ¥ | S C U}. This is the upper topology based on Fs, used
by Smyth to characterize the upper powerdomain of denotational semantics.
(Recall, for all U € Fg, that f~H(VU) = pre;(U).)

Proposition 19. [8] Let Oy, C X be an open family. f: %X — P(X) is upper
semicontinuous for O iff f is OgOgE -reflecting.

When f is not upper semicontinuous, we may use ¢ o pre; : Oz — Os,
where ¢ is Oy’s interior operator, to underapproximate ﬁfef within the logic,
Os,. This is an elegant alternative to the tedious formulation of f* and prey:
presented in the preceding paragraphs.

The dual of Proposition 19 goes as follows: CCL2 =~ ng, whose members
are all intersections of sets from the (co)base, Bf, = {3K | K € Cs}, where
JK ={SCX|SNK #0}. Forall K € Cy, f~'(3K) = pre;(K).

Corollary 20. pre; is Os-preserving iff pre; is Cs-preserving.

f s Og(’)gz -reflecting iff it s CECCLZ -reflecting.

Hence, pre; is Cs-preserving iff f is CECCLE—reﬂectmg iff fis lower semi-
continuous for Cs.

Say that f : ¥ — P(X) is not lower semicontinuous. When we approx-
imate it by f° : Cy, — CCLE, what is the result? What is pren? The answer
characterizes significant research on underapproximation in abstract model
checking [39, 40, 41].

Each M € Cf_ is a set of sets of form M = (,.{3K; | K; € Cs}. Read
M as “AK; AIKy A --- ANIK; A -7 — each of M’s members is a set that
meets (witnesses) K, and Ky and ... K; and so on. This forces f° to have
this format, for all arguments Ky € Cs:
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clL P(P(InY) e

Let K A K’ denote K N K’ SIgNO nt Oint
[heg v zero Cheg v pos [zero Vpos
Preggt : P(Int) — P(Int) Cheg Ceero Cpos
qut{O 1} — {0’ 1’ 2’ 3} Cheg v zero A [pos [heg vpos A [zero [kero vpos A [heg
pT’GSthI’I’lt — {’L | i Z 0} [heg A [Zero [heg A [pos [kzero A [pos
L. . [Cheg A [Zero A [pos
p’f’equt{’L | 1< 0} = {7’ | v > 0} K} false
etc.
sqrt*—1: Sign g, — CSzgnO[m Preggp1 SignOppe — SignO e
sqrt*~(pos) = 3neg A 3pos Prég p—1(pos) = pos
sqrt’~(zero) = Jzero Preggp—1(neg) = pos
sqrt’~1(Int) = true Prég -1 (zer0) = zero
sqrt’ ! (neg) = true preggp—1 (Int) = zero V pos
sqrt’ = (pos V zero) = Int p'l"esqrtb—l(@) =0
sqrt* 1 (pos V neg) = true Preg p—1(2ero V meg) = zero V pos, etc.

Figure 15: Lower topology on SignQp,; and sqrt’~!

The quantifiers remind us that f’s answer is a set of X-values, witnessing
(meeting) each of the K;’s. In temporal logic, the quantifier is written as <,
and one may write K, | (f)Kj, for each such K;.”

We approximate f : ¥ — P(X) by f(K) = pr(f[K]), where p; is the
closure operation for Cf : pr(T) = ({3K | T C 3K, K € Cg}, that is,
pr(T) collects all the properties, K, that are witnessed (met) by each of
the sets in 7. f°(K) is the strongest postcondition of K € Cy in the logic
associated with CCLE, the “language of witnesses.” Once again, we define

"o (K) ={K' € Cs | f(K') C 3K} and prep(K) = Uf’e (K). This is
the definition used by Cleaveland et al. [39], Dams [40], and Schmidt [41] to
prove that preg computes weakest preconditions for f within the logics for
Cy and Cf . When prep’s image does not fall within Cx — see pre,,.»-1(Int)
in Figure 15, for example — disjunctive completion of Cx, to a topology again
saves the day.

9Larsen and Xinxin [42] and Shoham and Grumberg [43] have noted that the nonre-
ducible structure of AK; AFKoA-- - AJK; A- - - is a source of precison loss in abstract-model
checking and have proposed useful alternatives.
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17. Conclusion

Abstract interpretation and denotational semantics share foundations and
applications, and the interaction between the two areas is intricate. We have
shown how the inverse-limit construction and its associated Scott-topology
give new insights into the intricacies of abstract program analysis. In partic-
ular, the application of topology to abstract interpretation has a promising
future.
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