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Logic programs and artificial neural networks are two important paradigms in artificial
intelligence. Their abilities, and our theoretical understanding of them, however, seem
to be rather complementary. Logic programs are inherently discrete, are highly recursive
and well understood from the point of view of declarative semantics. Neural networks
provide a continuous framework and can be trained, but yet lack a declarative reading.

Building on work by Hélldobler, Kalinke and Stérr [2], we address the problem
of converting logic programs into neural networks. We show that the immediate conse-
quence operator associated with each logic program, which can be understood as implic-
itly determining its declarative semantics, can be approximated by 3-layer feedforward
neural networks arbitrarily well in a certain measure-theoretic sense. If this operator
is continuous in a topology known as the atomic topology, then the approximation is
uniform in all points.
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