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Explainable AI using deductive reasoning 
over background knowledge
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Problem setting:
why we need strong explainabilty

for deep learning systems
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The black box problem

There have been enormous strides recently in methods and 
applications of Deep learning.

However
• Deep Learning system are black boxes
• Evaluation is only done statistically

This is insufficient for many application areas, and problematic for 
most.
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COVID-19 detection

CNN classification accuracy:
Original images – 67%
Blank background images – 62%
Mere chance accuracy – 25%

Dhar, S., Shamir, L., 2021, Visual Informatics, 5(3), 92-101 – thanks to Lior Shamir for the slides input

Gastrointestinal disease detection 
(Kvasir dataset)

CNN classification accuracy:
Original images – 77%
Blank background images –
41%
Mere chance accuracy –
12%

Face recognition (Yale B)

CNN classification accuracy:
Original images – 99%
Blank background images –
87%
Mere chance accuracy – 4%

The black box problem
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Galaxy image annotation

Dhar, S., Shamir, L., 2022, Astronomy and Computing, 38, 100545

Classification to spiral galaxies and elliptical galaxies

Pan-STARRSSDSS

Training set and test set from the same part of the sky

Training set and test set from different parts of the sky

Training set and test set from the same part of the sky

Training set and test set from the same part of the sky

When the test set and training set are 
from the same part of the sky, the CNN 
shows a different Universe than when 
the training and test images come from 
different parts of the sky.
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Approach: Concept Induction for Hidden 
Layer Analysis
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Negative 
instances

Positive 
instances

Concept Induction
Knowledge Graph

Mountain subClassof UpLandArea
-----------
-----------

CNN to classify imagesTraining data

hasMapping

UpLandArea ⊓ LandForm

Explanations

Idea

New results based on: Abhilekha Dalal, Md Kamruzzaman Sarker, 
Adrita Barua, Eugene Vasserman, Pascal Hitzler https://arxiv.org/abs/2308.03999.

https://arxiv.org/abs/2308.03999
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Concept Induction

Some slides adapted from Joshua Schwartz, with permission.
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Concept Induction

Approach similar to inductive logic programming, but using 
Description Logics (the logic underlying OWL).

Positive examples:                               negative examples:

Task: find a class description (logical formula) which separates 
positive and negative examples.
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DL-Learner

Positive examples:                               negative examples:

DL-Learner result:

In FOL:

Theory and system: [Lehmann & Hitzler 2010], DL-Learner 
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How it looks to the computer
car(car_11).  car(car_12).  car(car_13).  
car(car_14).
car(car_21).  car(car_22).  car(car_23).
car(car_31).  car(car_32).  car(car_33).
car(car_41).  car(car_42).  car(car_43).  
car(car_44).
car(car_51).  car(car_52).  car(car_53).
car(car_61).  car(car_62).
car(car_71).  car(car_72).  car(car_73).
car(car_81).  car(car_82).
car(car_91).  car(car_92).  car(car_93).  
car(car_94).
car(car_101).  car(car_102).

train(east1).  train(east2).  train(east3).  
train(east4).  train(east5).
train(west6).  train(west7).  train(west8).  
train(west9).  train(west10).

// eastbound train 1

has_car(east1,car_11).
has_car(east1,car_12).
has_car(east1,car_13).
has_car(east1,car_14).

short(car_12).
closed(car_12).
long(car_11).
long(car_13).
short(car_14).
open_car(car_11).
open_car(car_13).
open_car(car_14).
shape(car_11,rectangle).
shape(car_12,rectangle).
shape(car_13,rectangle).
shape(car_14,rectangle).
load(car_11,rectangle).
load_count(car_11,three).
load(car_12,triangle).
load_count(car_12,one).
load(car_13,hexagon).
load_count(car_13,one).
load(car_14,circle).
load(car_14,one).
wheels(car_11,two).
wheels(car_12,two).
wheels(car_13,three).
wheels(car_14,two).
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Somewhat more formally…
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Algorithmically – Refinement Operator
Start with simple formula E (e.g.,   )
Loop: Expand E minimally in all possible ways to 

E1,...,En
Check accuracy for E1 through En regarding P and N
Replace E by highest-scoring Ei

Exit loop if perfect solution found or other stopping 
criteria met

Return E

In reality, a list of formulas is returned, ranked by accuracy.
Accuracy can be f-measure, precision, recall, etc. 
Checking accuracy needs deductive reasoning, i.e., is expensive.

[Lehmann & Hitzler, Machine Learning, 2010], DL-Learner system
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Algorithmically – heuristic

• Restrict allowed syntax expansions (e.g., conjunctions only)
• Restrict complexity of logic in background knowledge (e.g., 

class hierarchy only)

[Sarker & Hitzler, AAAI, 2019]: ECII system

15
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Background Knowledge
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Background knowledge

• Based on Wikipedia category hierarchy
• which is not a hierarchy because it has loops, caused by 

crowd-sourcing

• Heuristically curated by removing loops
• Resulting class hierarchy has approx. 2M concepts
• Broad coverage (all things in Wikipedia)
• Can easily refer to it from instances by mapping to Wikipedia 

pages and looking up the page categories.

[Sarker et al., KGSWC2020]
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Concrete Setting
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Negative 
instances

Positive 
instances

Concept Induction
Knowledge Graph

Mountain subClassof UpLandArea
-----------
-----------

CNN to classify imagesTraining data

hasMapping

UpLandArea ⊓ LandForm

Explanations

Idea
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Scenario

• Scene recognition (from images)

• MIT ADE20k dataset
http://groups.csail.mit.edu/vision/datasets/ADE20K/

• 10 overlapping scenes selected for our study

• Resnet50V2 trained (best of those we tried)
– Training accuracy 87.6%
– Validation accuracy 86.5%

20
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Images annotations

The ADE20k images come with annotations of 
objects in the picture:

001 # 0 # 0 # sky # sky # ""
002 # 0 # 0 # road, route # road # ""
005 # 0 # 0 # sidewalk, pavement # sidewalk # ""
006 # 0 # 0 # building, edifice # building # ""
007 # 0 # 0 # truck, motortruck # truck # ""
008 # 0 # 0 # hovel, hut, hutch, shack, shanty # hut # ""
009 # 0 # 0 # pallet # pallet # ""
011 # 0 # 0 # box # boxes # ""
001 # 1 # 0 # door # door # ""
002 # 1 # 0 # window # window # ""
009 # 1 # 0 # wheel # wheel # ""

We ignore everything but the types of object on each image. 
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Mapping to Background Knowledge

• String matching (Levenshtein with edit distance 0) from 
object types to Wikipedia categories

contains(img1,road1)
contains(img1, window1)
contains(img1, door1)
contains(img1, wheel1)
contains(img1, sidewalk1)
contains(img1, truck1)
contains(img1, box1)
contains(img1, building1)
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Label Hypothesis 
Generation and Confirmation
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Trained CNN

• Scene classification on ADE20k
• Resnet50V2; 64 hidden nodes in the dense layer

precision  recall  f1-score   support
bathroom      0.90      0.78      0.84       134
bedroom       0.89      0.88      0.88      277
building_facade 0.68      0.60     0.64        45
conference_room 0.77      0.91     0.83        33
dining_room 0.75      0.84      0.79        82
highway       0.96      0.88      0.92        59
kitchen       0.84      0.87      0.86       130
living_room 0.76      0.74      0.75       139
skyscraper      0.90      0.88      0.89        64
street       0.92      0.96      0.94       407

accuracy                      0.87      1370
macro avg       0.84      0.83      0.83      1370
weighted avg       0.87      0.87      0.87      1370

24
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workflow:  label hypothesis generation and 
confirmation of label hypothesis with new images from Google images
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Evaluation
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Approach

• Each row of the table is a hypothesis, e.g. “neuron 1 activates 
more strongly on cross_walk images (retrieved from Google 
images using keyword “cross_walk”) than on other images.”

• Null hypothesis: There is no difference in activations.

• There is no reason to assume a normal distribution,
• hence using Mann-Whitney U test for assessment.

29
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Evaluation results
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Discussion
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Note: “bushes, bush” is the third-highest concept induction output 
(coverage 0.993; 48.052% of target images activating the neuron)
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Going forward
We would really want to have 
labels with high target 
activation and low non-target 
activation.

• make use of more concept 
induction results

• better background 
knowledge

• optimize parameters (like 
thresholds)

• investigate neuron 
ensembles (   )

33
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Concluding

• It works!

• But it needs to be refined.

34
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Are Concept Induction Explanations 
Meaningful to Humans?

Cara Widmer, Md Kamruzzaman Sarker, Srikanth Nadella, Joshua Fiechter, Ion 
Juvina, Brandon Minnery, Pascal Hitzler, Joshua Schwartz, Michael Raymer, 
Towards Human-Compatible XAI: Explaining Data Differentials with Concept 
Induction over Background Knowledge 
https://arxiv.org/abs/2209.13710

https://arxiv.org/abs/2209.13710
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Are the results human-compatible? Part I

• Hypothesis:
– ECII explanations are better than semi-random explanations, 

but worse than human-generated explanations.
• Experimental setting as before.
• 300 Amazon Mechanical Turk participants
• Seven concepts taken from top ECII results.
• 45 image set pairs, each set corresponding to a category.

36
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Are the results human-compatible? Part I

37
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Are the results human-compatible? Part I

38

87-13                  97-3                   87-12
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Are the results human-compatible? Part II
• Hypothesis:

– ECII explanations matched to correct images better than 
chance, but not as frequently as human generated 
explanations

• Experimental setting as before.
• 100 Amazon Mechanical Turk participants
• 16 image sets, from ML decision errors (logistic regression 

classifier)

39
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Are the results human-compatible? Part II

40
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Are the results human-compatible? Part II
• Bayesian hierarchical signal-detection model (SDT)

– yields discriminability measure

41
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Summary

• We have clear indications that concept induction can help 
decipher hidden layer activations.

• Concept induction explanations appear to be meaningful to 
humans.

• There is lots of work to do
– sharpening the explanation results
– in particular, understanding metaparameters
– in particular, what does *not* activate each neuron?
– does the activated neuron contribute to the output?
– how can we cast this into a practical explanations interace?

42
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Deep Deductive Reasoning

Monireh Ebrahimi, Aaron Eberhart, Federico Bianchi, Pascal Hitzler, 
Towards Bridging the Neuro-Symbolic Gap: Deep Deductive Reasoners. 
Applied Intelligence 51 (9), 6326-6348, 2021.

Pascal Hitzler, Frank van Harmelen, A reasonable Semantic Web. 
Semantic Web 1 (1-2), 39-44, 2010.

Hitzler, Rayan, Zalewski, Saki Norouzi, Eberhart, Vasserman, Deep Deductive 
Reasoning is a Hard Deep Learning Problem, 2023, under review for 
Neurosymbolic Artificial Intelligence.
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Deep Deductive Reasoners

• We trained deep learning systems to do deductive reasoning.

• Why is this interesting? 
– For dealing with noisy data (where symbolic reasoners do 

very poorly).
– For speed, as symbolic algorithms are of very high 

complexity.
– Out of principle because we want to learn about the 

capabilities of deep learning for complicated cognitive tasks.

– To perhaps begin to understand how our (neural) brains can 
learn to do highly symbolic tasks like formal logical 
reasoning, or in more generality, mathematics.
A fundamental quest in Cognitive Science.

44
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Reasoning as Classification

• Given a set of logical formulas (a theory).

• Any formula expressible over the same language is either 
– a logical consequence or
– not a logical consequence.

• This can be understood as a classification problem for machine 
learning.

• It turns out to be a really hard machine learning problem.

45
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Knowledge Materialization

• Given a set of logical formulas (a theory).

• Produce all logical consequences under certain constraints.

• Without the qualifier this is in general not possible as the set of 
all logical consequences is infinite.

• So we have to constrain to consequences of, e.g., a certain 
syntactic form. For relatively simple logics, this is often 
reasonably possible.

46
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Published DDR work

[Hitzler, Rayan, Zalewski, Saki Norouzi, Eberhart, Vasserman, NAI 2023]

47
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DDR theoretical limitations

With reasonable assumptions on complexity analysis:

• Logics of ExpTime or harder (such as OWL DL) are beyond the 
scope of deep learning – more precisely it is not possible to 
learn precise reasoning over such logics under reasonable 
assumptions on the size of the network.

• This means that even NP-complete reasoning (such as SAT) may 
be out of scope.

Details/discussion in 
Reasoning is a Hard Deep Learning Problem, 2023, under review for 
Neurosymbolic Artificial Intelligence.

48
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RDFS Reasoning using Memory Networks

Monireh Ebrahimi, Md Kamruzzaman Sarker, Federico Bianchi, Ning Xie, 
Aaron Eberhart, Derek Doran, Hyeongsik Kim, Pascal Hitzler, 
Neuro-Symbolic Deductive Reasoning for Cross-Knowledge Graph Entailment. 
In: Proc. AAAI-MAKE 2021.

additional analysis by Sulogna Chowdhury, Aaron Eberhart 
and Brayden Pankaskie
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RDF reasoning

• [Note: RDF is one of the simplest useful knowledge 
representation languages that is not propositional.]

• Think knowledge graph. 
• Think node-edge-node triples such as 

BarackObama rdf:type President
BarackObama husbandOf MichelleObama
President rdfs:subClassOf Human
husbandOf rdfs:subPropertyOf spouseOf

• Then there is a (fixed, small) set of inference rules, such as
rdf:type(x,y) AND rdfs:subClassOf(y,z)THEN rdf:type(x,z)
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RDF reasoning

• Essentially, RDF reasoning is Datalog reasoning restricted to:
– Unary and binary predicates only.
– A fixed set of rules that are not facts.

• You can try the following:
– Use a vector embedding for one RDF graph.
– Create all logical consequences.
– Throw n% of them away.
– Use the rest to 

train a DL system.
– Check how many 

of those you 
threw away can 
be recovered this
way.
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RDF reasoning

• The problem with the approach just described:
– It works only with that graph.

• What you’d really like to do is:
– Train a deep learning system so that you can present a new, 

unseen graph to it, and it can correctly derive the deductively 
inferred triples. 

• Note: 
– You don’t know the IRIs in the graph up front. The only 

overlap may or may not be the IRIs in the rdf/s namespace.
– You don’t know up front how “deep” the reasoning needs to 

be.
– There is no lack of training data, it can be auto-generated.
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Representation

• Goal is to be able to reason over unseen knowledge graphs.
I.e. the out-of-vocabulary problem needs addressing.

• Normalization of vocabulary (i.e., it becomes shared 
vocabulary across all input knowledge graphs.

• One vocabulary item becomes a one-hot vector 
(dimension d, number of normalized vocabulary terms)

• One triple becomes a 3 x d matrix.
• The knowledge graph becomes an n x 3 x d tensor

(n is the number of knowledge graph triples)

• Knowledge graph is stored in “memory”
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Mechanics

• An attention mechanism retrieves memory slots useful for 
finding the correct answer to a query.

• These are combined with the query and run through a (learned) 
matrix to retrieve a new (processed) query.

• This is repeated (in our experiment with 10 “hops”).
• The final out put is a yes/no answer to the query.
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Memory Network based on MemN2N
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Experiments: Performance

Baseline: non-normalized embeddings, same architecture
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Experiments: Reasoning Depth

Training time: just over a full day



RPI, September 2023

Thanks!
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Overflow slides
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DDR via Logic Tensor Networks 
– doesn’t scale

Federico Bianchi, Pascal Hitzler
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Logic Tensor Networks

Based on Neural Tensor Networks.
Logic Tensor Networks are due to Serafini and Garcez (2016).
They have been used for image analysis under background 
knowledge.

Their capabilities for deductive reasoning have not been 
sufficiently explored.

Underlying logic: First-order predicate, fuzzyfied. 
Every language primitive becomes a vector/matrix/tensor.
Terms/Atoms/Formulas are embedded as corresponding 
tensor/matrix/vector multiplications over the primitives. 
Embeddings of primitives are learned s.t. the truth values of all 
formulas in the given theory are maximized.
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A-priori Limitations

• Not clear how to adapt this such that you can transfer to 
unseen input theories.

• Scalability is an issue.

• While apparently designed for deductive reasoning, the 
inventors hardly report on this issue.
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Transitive closure

parentheses: only newly entailed part of KB
MAE: mean absolute error; 
Matthews: Matthews coefficient (for unbalanced classes) 
top: top performing model, layer size and embeddings: 20, mean 
aggregator
Bottom: one of the worst performing models.
Multi-hop inferences difficult.



RPI, September 2023

More take-aways from experiments

• Error decreases with
increasing satisfiability.

• Adding redundant formulas 
to the input KB decreases
error. 
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More take-aways from experiments

• Higher arity of predicates significantly increases learning 
time.
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More take-aways from experiments

• Model seems to often end up in local minima. This may be 
addressable using known approaches.

• LTNs seem to predict many false positives, while they are better 
regarding true negatives. This may be just because of the test 
knowledge bases we used, but needs to be looked at.

• Overfitting is a problem, but it doesn’t seem straightforward to 
address this for LTNs. [e.g. cross-validation may need 
completeness information, which may bias the network]

• Increasing layers and embedding size makes optimizing 
parameters much more difficult.

• Hence, there’s a path for more investigations, we’re only starting 
to understand this.
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RDFS Reasoning using Memory Networks

Monireh Ebrahimi, Md Kamruzzaman Sarker, Federico Bianchi, Ning Xie, 
Aaron Eberhart, Derek Doran, Hyeongsik Kim, Pascal Hitzler, 
Neuro-Symbolic Deductive Reasoning for Cross-Knowledge Graph Entailment. 
In: Proc. AAAI-MAKE 2021.

additional analysis by Sulogna Chowdhury, Aaron Eberhart 
and Brayden Pankaskie
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RDF reasoning

• [Note: RDF is one of the simplest useful knowledge 
representation languages that is not propositional.]

• Think knowledge graph. 
• Think node-edge-node triples such as 

BarackObama rdf:type President
BarackObama husbandOf MichelleObama
President rdfs:subClassOf Human
husbandOf rdfs:subPropertyOf spouseOf

• Then there is a (fixed, small) set of inference rules, such as
rdf:type(x,y) AND rdfs:subClassOf(y,z)THEN rdf:type(x,z)
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RDF reasoning

• Essentially, RDF reasoning is Datalog reasoning restricted to:
– Unary and binary predicates only.
– A fixed set of rules that are not facts.

• You can try the following:
– Use a vector embedding for one RDF graph.
– Create all logical consequences.
– Throw n% of them away.
– Use the rest to 

train a DL system.
– Check how many 

of those you 
threw away can 
be recovered this
way.
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RDF reasoning

• The problem with the approach just described:
– It works only with that graph.

• What you’d really like to do is:
– Train a deep learning system so that you can present a new, 

unseen graph to it, and it can correctly derive the deductively 
inferred triples. 

• Note: 
– You don’t know the IRIs in the graph up front. The only 

overlap may or may not be the IRIs in the rdf/s namespace.
– You don’t know up front how “deep” the reasoning needs to 

be.
– There is no lack of training data, it can be auto-generated.
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Representation

• Goal is to be able to reason over unseen knowledge graphs.
I.e. the out-of-vocabulary problem needs addressing.

• Normalization of vocabulary (i.e., it becomes shared 
vocabulary across all input knowledge graphs.

• One vocabulary item becomes a one-hot vector 
(dimension d, number of normalized vocabulary terms)

• One triple becomes a 3 x d matrix.
• The knowledge graph becomes an n x 3 x d tensor

(n is the number of knowledge graph triples)

• Knowledge graph is stored in “memory”
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Mechanics

• An attention mechanism retrieves memory slots useful for 
finding the correct answer to a query.

• These are combined with the query and run through a (learned) 
matrix to retrieve a new (processed) query.

• This is repeated (in our experiment with 10 “hops”).
• The final out put is a yes/no answer to the query.
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Memory Network based on MemN2N



RPI, September 2023

Experiments: Performance

Baseline: non-normalized embeddings, same architecture
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Experiments: Reasoning Depth

Training time: just over a full day
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Experiments: Performance

Baseline: non-normalized embeddings, same architecture
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Generative RDFS Reasoning 
using Pointer Networks – doesn’t work
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● Pointer Networks ‘point’ to input elements!

● Ptr-Net approach specifically targets problems whose outputs are 
discrete and correspond to positions in the input.

● At each time step, the distribution of the attention is the answer!

● Application:
– NP-hard Travelling Salesman Problem (TSP)
– Delaunay Triangulation
– Convex Hull
– Text Summarization
– Code completion
– Dependency Parsing

Pointer Networks
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Pointer Networks for Reasoning

C ⊑ D , A ⊑ C ⇒ A ⊑ D

⇐

5

2

3

⇐

• To mimic human reasoning behaviour where one can learn to choose 
a set of symbols in different locations and copy these symbols to 
suitable locations to generate new logical consequences based on a set of 
predefined logical entailment rules
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Completion Reasoning Emulation for the 
Description Logic EL+ - hardly works 

Aaron Eberhart, Monireh Ebrahimi, Lu Zhou, Cogan Shimizu, Pascal Hitzler, 
Completion Reasoning Emulation for the Description Logic EL+. 
In: Andreas Martin, Knut Hinkelmann, Hans-Georg Fill, Aurona Gerber, Doug 
Lenat, Reinhard Stolle, Frank van Harmelen (eds.), Proceedings of the 
AAAI 2020 Spring Symposium on Combining Machine Learning and Knowledge 
Engineering in Practice, AAAI-MAKE 2020, Palo Alto, CA, USA, March 23-25, 
2020, Volume I. 
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EL+ is essentially OWL 2 EL
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Results
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