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Neuro-symbolic Al

Publications on neuro-symbolic Al in major conferences eLab
(research papers only):

conference | 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 | total
ICML 0 0 0 0 0 1 3 2 5 6 17
NeurIPS 0 0 0 0 0 0 0 4 2 4 10
AAAI 0 0 0 0 0 1 0 1 1 1 4
IJCALI 1 0 0 0 0 0 2 2 0 2 7
ICLR N/A  N/A 0 0 0 0 1 1 1 3 6
total 1 0 0 0 0 2 6 10 9 16 44
See

Md Kamruzzaman Sarker, Lu Zhou, Aaron Eberhart, Pascal Hitzler
Neuro-Symbolic Artificial Integration: Current Trends

Al Communications, to appear; https://arxiv.org/abs/2105.05330
for more analysis.
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https://arxiv.org/abs/2105.05330

Neuro-Symbolic
Computer Science perspective: eLab

« Let'stryto getthe best of both worlds:
— very powerful machine learning paradigm
— robust to data noise
— easy to understand and assess by humans
— good at symbol manipulation
— work seamlessly with background (domain) knowledge

« How to do that?
— Endow connectionist systems with symbolic components?
— Add connectionist learning to symbolic reasoners?
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Some Background

Workshop Series on Neural-Symbolic Learning and Reasoning, since 2005. ELab

Joint with Artur d’Avila Garcez.
http://neural-symbolic.orqg/

Barbara Hammer and Pascal Hitzler (eds), Perspectives of
Neural-Symbolic Integration, Springer, 2007

Neural-Symbolic Learning and Reasoning: A Survey and Interpretation

Tarek R. Besold, Artur d'Avila Garcez, Sebastian Bader,
Howard Bowman, Pedro Domingos, Pascal Hitzler,

Kai-Uwe Kuehnberger, Luis C. Lamb, Daniel Lowd,

Priscila Machado Vieira Lima, Leo de Penning, Gadi Pinkas,
Hoifung Poon, Gerson Zaverucha

https://arxiv.org/abs/1711.03902 (2017)

llaria Tiddi, Freddy Lecue, Pascal Hitzler (eds.), Knowledge Graphs
for eXplainable Artificial Intelligence: Foundations, Applications and
Challenges. Studies on the Semantic Web Vol. 47, I0S Press, 2020.
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=
Copseran

Knowledge Graphs and Ontologies

Pascal Hitzler, Semantic Web: A Review of the Field.
Communications of the ACM 64 (2), 76-82, 2021.
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Knowledge Graphs and Ontologies (Schemas)

Knowledge Graphs (and their schemas) are made “ab
to enable easier

« data sharing

e datadiscovery
e dataintegration
« datareuse
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Google Knowledge Graph

Laura <
Kelly

Governor of Kansas

Laura Kelly is an American palitician haSEducation

senving as the 48th governor of
Kansas since 2019, A member of the
Democratic Party, she represented
the 18th district in the Kansas Senate
from 2005 to 2019, Kelly ran for
governor in the 2018 election and
defeated the Republican nominee,
Kansas Secretary of State Kris
Kobach. Wikipedia

Born: January 24, 1350 (age
69 years), Mew York, NY
Spouse: Ted Daughety
Party: Democratic Party

Office: Governor of Kansas since
2019

Education: Indiana University,
Bradley University, Indiana University
Bloomington

Children: Kathleen Daughety, Mally
Daughety

KANSAS STATE
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Indiana <
University

@ iu_edu

Indiana University is a multi-campus
public university system in the state
of Indiana, United States. Indiana
University has a combined student
body of more than 110,000 students,
which includes approximately 46,000
students enrolled at the Indiana
University Bloomington campus.
Wikipedia

Mascot: Referred to as "The
Hoosiers”

Endowment: 1.986 billion USD
Students: 110,436 university-wide
President: Michael McRobbie
Academic staff: 8,733 university-wide

Subsidiaries: Indiana University
Bloomington, MORE

hasPresident

Michael <
McRobbie

President of Indiana

-

University

&)  presidentiuedu

Michael Alexander McRobbie AQ is
an Australian-American computer
scientist, educator and academic
administrator. He became the
eighteenth president of Indiana
University on July 1, 2007. Wikipedia

Born: October 11, 1950 (age
69 years), Melbourne, Australia

Spouse: Laurie Burns (m. 2005)

Education: The Australian Mational

University, The University of
CQueensland

Books: Automated Theorem-proving in
Mon-classical Logics, Automated
Deduction - Cade-13
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Knowledge Graphs
hasEducation _ e Lab
(Laura Kelly In_dlang [
University

hasBirthDate

hasPresident

Michael
McRobbie

61/24/195D ?ents
110436

hasEducation
University of
Queensland
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Schema (as diagram)
_ e Lab
(Person hasEducatlon

hasBirthDate

hasPresident

( ate > hasStudents
Cn um ber>

hasEducation

Organization

A good schema is critical for ease of reuse
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W3C Standards

RDF 1.1 Concepts and Abstract Syntax
: aSe Lab
W3C Recommendation 25 February 2014
This version:
http://www.w3.org/TR/2014/REC-rdf11-concepts-20140225/
Latest published version:
http://www.w3.org/TR/rdf11-concepts/
Previous version:
http://www.w3.org/TR/2014/PR-rdf11-concepts-20140109/
Previous Recommendation:
http://www.w3.org/TR/rdf-concepts
Editors:
Richard Cyganiak, DERI, NUI Galway

David Wood, 3 Round Stones
Markus Lanthaler, Graz University of Technology

W3C Recommendation

OWL 2 Web Ontology Language
Primer (Second Edition)

W3C Recommendation 11 December 2012

This version:
http://www.w3.orqg/TR/2012/REC-owl2-primer-20121211/
Latest version (series 2):
http://www.w3.org/TR/owl2-primer/
Latest Recommendation:
http://www.w3.org/TR/owl-primer
Previous version:
http://www.w3.org/TR/2012/PER-owl2-primer-20121018/
Editors:
Pascal Hitzler, Wright State University
Markus Krétzsch, University of Oxford
Bijan Parsia, University of Manchester
I(ALSSTHTE Colloquiu Peter F. Patel-Schneider, Nuance Communications
L LR LR L Sebastian Rudolph, FZI Research Center for Information

Both established 2004
as versions 1.0.

W3C Recommendation
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Enowledge graphs are critical to many enterprises today: They
provide the structured data and factual knowledge that drive
many products and make them more intelligent and "magical.”

In general, a knowledge graph describes objects of interest and
connections between them. For example, a knowledge graph may
have nodes for a movie, the actors in this movie, the director, and
so on. Each node may have properties such as an actor's name
and age. There may be nodes for multiple movies involving a
particular actor. The user can then traverse the knowledge graph
to eollect information on all the movies in which the actor
appeared or, if applicable, directed.

Credit: Adempercem / Stutterstock

Many practical implementations impose constraints on the links
in knowledge graphs by defining a sechema or ontology. For example, a link from a movie to its director must
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Explaining Deep Learning via Symbolic
Background Knowledge

Md. Kamruzzaman Sarker, Ning Xie, Derek Doran, Michael Raymer, Pascal Hitzler, Explaining Trained Neural Networks with
Semantic Web Technologies: First Steps. In: Tarek R. Besold, Artur S. d'Avila Garcez, Isaac Noble (eds.), Proceedings of the
Twelfth International Workshop on Neural-Symbolic Learning and Reasoning, NeSy 2017, London, UK, July 17-18, 2017. CEUR
Workshop Proceedings 2003, CEUR-WS.org 2017

Md Kamruzzaman Sarker, Pascal Hitzler, Efficient Concept Induction for Description Logics. In: The Thirty-Third AAAI Conference
on Artificial Intelligence, AAAI 2019, The Thirty-First Innovative Applications of Artificial Intelligence Conference, IAAI 2019, The
Ninth AAAI Symposium on Educational Advances in Artificial Intelligence, EAAI 2019, Honolulu, Hawaii, USA, January 27 —
February 1, 2019. AAAI Press 2019, pp. 3036-3043.

Md Kamruzzaman Sarker, Joshua Schwartz, Pascal Hitzler, Lu Zhou, Srikanth Nadella, Brandon Minnery, lon Juvina, Michael

L. Raymer, William R. Aue, Wikipedia Knowledge Graph for Explainable Al. In: Boris Villazon-Terrazas, Fernando Ortiz-Rodriguez,
Sanju M. Tiwari, Shishir K. Shandilya (eds.), Knowledge Graphs and Semantic Web. Second Iberoamerican Conference and First
Indo-American Conference, KGSWC 2020, Mérida, Mexico, November 26-27, 2020, Proceedings. Communications in Computer
and Information Science, vol. 1232, Springer, Heidelberg, 2020, pp. 72-87.
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Explainable Al

« Explain behavior of trained (deep) NNs. “ab

e J|dea;

— Use background knowledge in the form of linked data
and ontologies to help explain.

— Link inputs and outputs to background knowledge.

— Use a symbolic learning system to generate an explanatory
theory.

« We have key components for this now, but it’s still early stages.
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UNIVERSITY




Concept

Training images CNN to classify images

24@48x48

Positive
images

BE128x128

P8 Negatije
B images

hasMapping

Concept Induction

Knowledge Graph

Snow subClassof BodyOfWater

—— 3Jcontains. (HighLand N BodyOfWater)

And some others
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DL-Learner [Lehmann, Hitzler]

Approach similar to inductive logic programming, but using
Description Logics (the logic underlying OWL).

Positive examples: negative examples:
v LloH o HaHoooHB o |LaBooHB
2 oL - 2 - e Mo B
. [ <G o HHE— v Lo T HE
i |Oallox]a at B . \No Al 0
. [ HT—Hal B O o | o | O

Task: find a class description (logical formula) which separates
positive and negative examples.
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L ) eLab
Positive examples: negative examples:

: ©Le T

2 Egg-Le HE 2 [ e Ho -

. [ <& > o B v Lo -

L | o xla a/l B + \oilo 0

. [0 - Hal- B A ===
DL-Learner result: dhasCar.(Closedn Short)
In FOL.:

{z | Jy(hasCar(x,y) A Closed(y) A Short(y))}
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DL-Learner
DL-Learner uses eLab

refinement operators

L o o | Ta Hoooll B v |a Hooo B
to construct ever
better approximations * EaRga -G » [H e Mo B
P = | gy A | « N\NoAlO 0
s. [0 - [F— A =] =] =
—~
Train — covers all examples.
JhasCar. T

dhasCar.Closed — covers all positives, two negatives
JhasCar(Closed 'l Short) — solution
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Scalability Issues with DL-Learner

. aSe Lab
« For large-scale experiments, DL-Learner took 2 hours or mor e :
for one run.

 We knew we needed at least thousands of runs.

« So we needed a more scalable solution.
« The provably correct algorithms have very high complexity.

« Hence we had to develop a heuristic which trades (some)
correctness for speed.

 |Itis also currently restricted to using a class hierarchy as
underlying knowledge base.

KANSAS STATE Colloquium, University of Bamberg, December 2021
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ECIl algorithm and system

e Lab

« We thus implemented our own system, ECII (Efficient Concep
Induction from Instances) which trades some correctness for
speed. [Sarker, Hitzler, AAAI-19]

Experiment Name Mumber of Runtime (s2c) Accuracy (os) ACCUTACY o
] Logical Axioms | DL* | DL FIC(1)®| DL FIC(2)"| ECII DF¥| ECII KCT*[ DL* [ ECII DFY| DL FIC(1°[ DL FICi2FF| ECII DF| ECII KCT®

Yinvang examples 157 (0.063 0.0131 0019 (G 0.143 100 [ 06l .00 .00 0799 1.(HK)
Trains I73 0.0l 0020 ey (& 0095 1.1HK] [.0NHD .00 [.000 1.0 1.THK]
Forie 341 15 1.169 h.145 .95 0.331 0965 [ 0.642 0.875 0.875 0733 1.0HK)
Poker 1,368 (.0 0.714 0.817 I 0.281 1.{HK) 1000 0.981 0.584 1.000 1.0HK)
Moral Reasoner 4,666 0l 1106 4.154 547 6.873 1000 [ 0785 1000 1000 1.000 1.0HK)
ADE20k 1 4714 571.3" 4.268 J1.BET 1.966 23775 0926 [ 0416 0.263 0814 0744 1.(HK)
ADE20K 11 7,300 oE3.4 6. 187 307.65 0.8 293,44 LoD [ 0673 0413 0.413 L.Ed6 0.900
—  ADEIDE T 12,193 15008 13207 263217 51 2388 0375 [ 0537 0375 0.373 0.530 0937
ADE20k IV 47 468 45008 93.658 523.673 16 423.34% | 0375 NA 0,606 0.608 0660 0.608

*DL DL-lLearner

DL FIC (1) : DL-Learner fast instance check with runtime capped at execution time of ECI1 DF

® DL FIC (2} : DL-Leamer fast instance check with runtime capped at execution time of ECII KCT
TECH DF : ECIN default Pirameaters

= ECII KCT : ECII keep common types and other default parameiers

T Runtimes for DL-Leamer were capped at 600 seconds.

£ Runtimes for [DL-Leamer were capped at £.500 seconds.

KANSAS STATE Colloquium, University of Bamberg, December 2021
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ECII vs. DL-Learner

1ol

Moral ADE20k | ADE20k ADE20k ADE20k

\/

Yinyang Trains Forte Poker

Etime DL-Learner Otime EC

Figure 1: Runtime comparison between DL-Learner and
ECII. The vertical scale is logarithmic in hundredths of sec-
onds, and note that DL-Learner runtime has been capped at
4.500 seconds for ADE20k III and IV. For ADE20k I it was

capped at each run at 600 seconds.

KANSAS STATE

UNIVERSITY
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Yinyang Trains Forte Poker Moral ADE20k IADE20k Il ADE20k ADE20k

‘\‘I
W accuracy DlLlearner DOaccuracy EC

Figure 2: Accuracy (a3) comparison between DL-Learner
and ECII. For ADE20k IV it was not possible to compute an
accuracy score within 3 hours for ECII as the input ontology
was too large.
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Reasons for Improvement

e DL-Learner loops the following steps: “ab

1. Generate several (refined) candidate solutions.
2. Test candidate solutions by calling a reasoner.

3. Keep only the best solution(s).
 This results in many reasoner calls, which are expensive.

 ECII optimizes by introducing several (approximate)
simplifications:
— Partially materialize reasoning up-front: only one reasoner
call required.
— Allow only solutions of a restricted form/syntax.

— Compose solution from pieces which are independently
verified against the materialized data.

KANSAS STATE Colloquium, University of Bamberg, December 2021
UNIVERSITY




Proof of Concept Experiment

Positive: Negative:

m, University of Bamberg, December 2021

K2 e e e o sl
ﬁ s — -\. P ; O



Images

Come from the MIT ADE20k dataset mb
http://groups.csail.mit.edu/vision/datasets/ADE20K/
They come with annotations of objects in the picture:

001 # O # 0 # sky # sky # "

002 # 0 # 0 # road, route # road # """

005 # 0 # 0 # sidewalk, pavement # sidewalk # "'
006 # O # 0 # buirlding, edifice # building # ""
007 # 0 # 0 # truck, motortruck # truck # "

008 # 0 # 0 # hovel, hut, hutch, shack, shanty # hut # """
009 # O # O # pallet # pallet # "

011 # O # O # box # boxes # "

001 # 1 # 0 # door # door # "'

002 # 1 # 0 # window # window # """

009 # 1 # 0 # wheel # wheel # """

N
KANSAS STATE Colloquium, University of Bamberg, December 2021
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http://groups.csail.mit.edu/vision/datasets/ADE20K/

Mapping to SUMO

Simple approach: for each known object in image, create an
individual for the ontology which is in the appropriate SUMO

class:

contains roadl
contains window1
contains doorl
contains wheell
contains sidewalk1
contains truckl
contains box1
contains buildingl

KANSAS STATE
UNIVERSITY

opsera

Colloquium, University of Bamberg, December 2021



SUMO

* Suggested Merged Upper Ontology eLab
http://www.adampease.org/OP/

e Approx. 25,000 common terms
covering awide range of domains

 Centrally, arelatively naive class hierarchy.

 Objects in image annotations became individuals (constants),
which were then typed using SUMO classes.

KANSAS STATE Colloquium, University of Bamberg, December 2021
UNIVERSITY



http://www.adampease.org/OP/

DL-Learner input
Positive: ELab

imgl: road, window, door, wheel, sidewalk, truck,
box, building

img2: tree, road, window, timber, building, lumber

Img3: hand, sidewalk, clock, steps, door, face, building,
window, road

Negative:
img4: shelf, ceiling, floor
img5: box, floor, wall, ceiling, product
Img6: ceiling, wall, shelf, floor, product

DL-Learner results include: Elcontains,Transitwa,y

Jecontains.LandArea

KANSAS STATE Colloquium, University of Bamberg, December 2021
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Proof of Concept Experiment

Positive:

Jcontains.Transitway

2 Ii .
EEmwe | PR MR R W D A
0] 1 L LRI e contains.LandArea

UN



First 10 DL-Learner responses

deontains. Window (1) dJcontains.Land Transitway  (6)
dcontains. Transitway (2) dcontains.Land Area (7)
decontains.SelfConnectedObject  (3) Jcontains.Building (8)
Jcontains.Roadway (4) VYeontains.—Floor (9)
Jeontains.Road (5) Yeontains.—Ceiling (10)

KANSAS STATE Colloquium, University of Bamberg, December 2021
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Experiment 2

Positive (selection): Negative (selection):
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Experiment 3

Positive: Negative:
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Experiment 4

Positive (selection): Negative (selection): “ab
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Experiment 5

Positive: “ Negative (selection):

Jcontains.BodyOfWater

KANSAS STATE Colloquium, University of Bamberg, December 2021
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ldea Recap

» Generate explanation of the whole model
» Global explanation

= | Positije
R instantes

Training data CNN to classify images
N 3
. HTFJ%W ﬂﬁli%h % \-\\ \\
§ L0 % JE_LFEQEJ \ N

Negative
hasMapping instanceg
i T [
cronledge Granh » Concept Induction
Mountain subClassof UpLandArea Explanations

___________ UpLandArea M LandForm
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Motivation : Knowledge Graph in Explainable Al (XAl)

Generalization use the subclass relation e Lab

» Should not contain cyclic information

Alarm clock Appliance

I
1
l Microwave l Dishwasher l Refrigerator\

Kitchen Images Knowledge Graph

l

Inductive Logic Program (ILP) System

l Produce generalizations

Jcontains.Dishwasher | (1)
Jcontains.Microwave (2)
Jcontains.Appliance (3)

KANSAS STATE Colloquium, University of Bamberg, December 2021
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Wikipedia KG (WKG) : Breaking Cycle

A

Lost Significant Information dyz eubca

* 50% of the subclass relation o o syl |
* 50% of the class assertion A

ssOf

rdfs:qubClassOf

rdlfs bubClassOf N

: T
Number of entities/facts | SUMO | DBpedia | Wikipedia cyclic | Wikipedia noncyclic
Concepts 4558 1183 1,901,708 1,860,342
Individuals 86,475 1 6,145,050 6,079,748
Object property 778 1144 2 2
Data property 0 1769 0 0
Axioms 175,208 | 7228 71,344,252 39,905,216
Class assertion axioms 167381 1 57,335,031 27,991,282
Subclass axioms 5330 769 5,962,463 3,973,845

KANSAS STATE Colloquium, University of Bamberg, December 2021
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Mapping with Knowledge Graph

Model:
Resnet-50

Data:

image pl: machinery, wall, desk, shelf,
pigeonhole, box, projector, computer, screen,
monitor, book

image p2: ....
image p3: ....

image ni: Iumber, sky, road, sidewalk, building, Test images. Workroom as positive examples
b ind hutch P1, P2, P3 ON the left, Warehouse as negative
OX, window, hutc examples nj, n,, n; on the right (from top).

image n2: .....
image n3: .....

Mapping:
P1 imageContains machinery
machinery subClassof DurableGood

KANSAS STATE Colloquium, University of Bamberg, December 2021
UNIVERSITY




Evaluation : Knowledge Graph in XAl

Workroom Explanations
SUMO

 3Jcontains.(DurableGood M -ForestProduct)
 3Jcontains.(DurableGood M -Lumber)

e 3Jcontains.Entity

Wikipedia

* 3Jcontains.(Wrenches M Tools M -Lumber)
 3Jcontains.(Mechanicaltools M -Lumber)

« 3contains.(Mechanicaltools M -Sky) Test images. Workroom as positive examples
P1, Py, P3 ON the left, Warehouse as negative
examples nj, n,, n; on the right (from top).

Market Explanations

SUMO Mountain Explanations

* 3Jcontains.SentientAgent SUMO

Wikipedia e 3Jcontains.BodyOfWater
Wikipedia

e 3Jcontains.(Structure N Life
( ) e contains.((Life M Branches_of _botany) n(Nature))

KANSAS STATE Colloquium, University of Bamberg, December 2021
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Evaluation : Knowledge Graph in XAl

« No numerical comparison method so far. eLab

 Proposed to use the coverage score of ILP system to
compare explanation.

B Ps + Nns
Ps + Pnys+ Ns+ Nns

Coverage(S)

where
Pg = Number of positive individuals subsumed by the solution
Pns = Number of positive individuals not subsumed by the solution
Ng = Number of negative individuals subsumed by the solution

Npygs = Number of negative individuals not subsumed by the solution

Average coverage = Z Coverage(S;) (2)
i=1

- v, VO D CA w v -




Evaluation : Knowledge Graph in XAl

« Wikipedia Knowledge graph producing better coverage score. e =
« Reason behind this is the large number of concepts it has.

Experiment name #Images | #Positive images | Wikipedia SUMO
#Solution | Coverage  #Solution | Coverage

Market vs. 96 37 286 72 240 T2

WorkRoom and

wareHouse

Mountain vs. Market |181 85 195 .61 190 .53

and workRoom

OutdoorWarehouse 55 3 128 .94 102 .89

vs. IndoorWarehouse

Warehouse vs. 59 55 268 .56 84 .24

Workroom

Workroom vs. 59 4 128 .93 93 .84

Warehouse

KANSAS STATE Colloquium, University of Bamberg, December 2021
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Contribution & Future Work

e Contribution
— Indication that concept induction may be helpful for XAl

— Scalable but approximate and limited concept induction system
ECII

— Wikipedia Category Hierarchy ready to use

 Future Work
— Human evaluation (in progress)
— Explore other background knowledge; non-image settings.
— Use explanations to improve deep learning
— Explain hidden layer activation patterns

KANSAS STATE Colloquium, University of Bamberg, December 2021
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Cpseran

Thanks!
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