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About me

• I’m new here (joined 2019 as senior hire)

• I brought most of my lab (7 PhD students)
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Where (some) PhD students went

• Industry
– Amazon
– IBM
– Apple
– GE Global Research

• Academia
– TU Dresden, Germany (several)
– IIT Delhi, India
– Universitas Indonesia, Jakarta
– Wright State University, USA

• Elsewhere
– UN Headquarters, New York
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Knowledge Graphs
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Google Knowledge Graph
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Knowledge Graphs
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Schema.org

• Collaboratively launched in 2011 by Google, 
Microsoft, Yahoo, Yandex. 
2011: 297 classes, 187 relations
2015: 638 classes, 965 relations

• Simple schema, request to web site providers to
annotate their content with schema.org markup.
Promise: They will make better searches based
on this.

• 2015: 31.3% of Web pages have schema.org 
markup, on average 26 assertions per page.

Ramanathan V. Guha, Dan Brickley, Steve Macbeth:
Schema.org: Evolution of Structured Data on the 
Web. ACM Queue 13(9): 10 (2015)
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Past and current external sponsors
• Federal and State

– NSF (main source of funding to date) – CISE, GEO and OIA directorates
– NIST / Department of Commerce
– USGS
– Ohio Board of Regents

• Defense
– DARPA
– DoD / Air Force
– AFRL/RY
– AFOSR
– Defense Associated Graduate Student Innovation program

• Foundations
– The Andrew W. Mellon Foundation
– Henry M. Jackson Foundation
– Sloan Foundation

• Industry
– IOS Press (Publisher, several)
– Lockheed-Martin

• International
– DFG (Germany)
– DAAD (Germany)
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Plenty of open questions

• What makes good knowledge graphs?
• What are good processes and tools for making them?
• What are strong intelligent algorithms for managing them, 

including
– Automatic construction
– Integration
– Querying

• How do I make them self-explanatory?
• How do I use them in or with intelligent systems?
• What is the underlying theory/mathematics of the representation 

languages and (complex) algorithms?
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Knowledge Graph Standards
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Languages based on formal logic
allow for automated (deductive) 
reasoning. 
Corresponding algorithms are 
mathematically sophisticated and
require formal correctness and 
complexity assessments.

Also: 
The Standards need improvements!
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enslaved.org
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Recently started project

• National Institute of Standards and Technology (NIST) 

• Data Integration for Food Supply Chains

• Focus on grains

• Development of a data model (schema/ontology) and software 
tool support for integrating data relevant to the traceability of 
food supply chains.

• Working in close collaboration with NIST.
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NIST project
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Figure acknowledgement: NIST / Evan Wallace

• Grain Traceability
• Data model is central for lowering cost in all parts of 

the pipeline.

• Tracing along splits and merge.
• Elevators as black boxes.
• Containers may carry contaminants
• …
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OKN project
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CoMODIDE modeling interface
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Methods

• We  develop and apply a whole range of techniques to problems 
around knowledge graphs, including
– Deep learning
– Natural language processing
– Logic-based knowledge representation
– Computational logic and automated reasoning

• We apply our methods to other fields
– Intelligence data integration and analysis (DARPA)
– Cognitive Agents (AFOSR)
– Humanities (Mellon Foundation)
– Explainable Deep Learning (OBOR)
– Food Systems data (NIST / Department of Commerce)
– Scientific data (NSF GEO)
– Industry (several)
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Artificial Intelligence:
Bridging between AI paradigms
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RDF deductive reasoning

• [Note: RDF is one of the simplest useful knowledge 
representation languages beyond propositional logic.]

• Think knowledge graph. 
• Think node-edge-node triples such as 

BarackObama rdf:type President
President rdfs:subClassOf Human

• Then there is a (fixed, small) set of inference rules, such as
rdf:type(x,y) AND rdfs:subClassOf(y,z)THEN rdf:type(x,z)

• Logical consequence: 
BarackObama rdf:type Human
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Deductive (logical) reasoning

• Given a set of logical axioms K.
• Given another logical axiom A.

• Is A a logical consequence of K? (yes/no)

• This is a classification problem.
• Very complicated but provably correct algorithms exist for many 

logics.
– These algorithms often take a long time.
– They can rarely be distributed.
– They are brittle with respect to noisy input data.

• Since this is a classification problem, can we use machine 
learning (deep learning) to solve it?
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Representation

• Goal is to be able to reason over unseen knowledge graphs.
I.e. the out-of-vocabulary problem needs addressing.

• Normalization of vocabulary (i.e., it becomes shared 
vocabulary across all input knowledge graphs.

• One vocabulary item becomes a one-hot vector 
(dimension d, number of normalized vocabulary terms)

• One triple becomes a 3 x d matrix.
• The knowledge graph becomes an n x 3 x d tensor.

(n is the number of knowledge graph triples)

• Knowledge graph is stored in “memory.”
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Mechanics

• An attention mechanism retrieves momory slots useful for 
finding the correct answer to a query.

• These are combined with the query and run through a (learned) 
matrix to retrieve a new (processed) query.

• This is repeated (in our experiment with 10 “hops”).
• The final out put is a yes/no answer to the query.
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Memory Network based on MemN2N



K-State Computer Science Graduate Student Association, November 2019

Experiments: Performance

Baseline: non-normalized embeddings, same architecture
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Experiments: Reasoning Depth

Training time: just over a full day
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Artificial Intelligence

• Work like this is of fundamental importance as it bridges 
between two of the major subfields of Artificial Intelligence:
– Machine Learning (including deep learning)
– Knowledge Representation and Reasoning
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Artificial Intelligence:
Concept Induction
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DL-Learner [Lehmann, Hitzler]

Approach similar to inductive logic programming, but using 
Description Logics (the logic underlying OWL).

Positive examples:                               negative examples:

Task: find a class description (logical formula) which separates 
positive and negative examples.
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DL-Learner

Positive examples:                               negative examples:

DL-Learner result:

In FOL: 
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DL-Learner

DL-Learner uses
refinement operators
to construct ever 
better approximations 
of a solution.
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Scalability Issues with DL-Learner

• For large-scale experiments, DL-Learner took 2 hours or more 
for one run.

• We knew we needed at least thousands of runs.

• So we needed a more scalable solution.
• The provably correct algorithms have very high complexity.

• Hence we had to develop a heuristic which trades (some) 
correctness for speed.
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ECII algorithm and system

• We thus implemented our own system, ECII (Efficient Concept 
Induction from Instances) which trades some correctness for 
speed. [Sarker, Hitzler, AAAI-19]
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ECII vs. DL-Learner
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ECII application areas

(some of these we are working on, some of these we hope to be 
working on in the near future)

• Explaining black-box machine learning systems
(including deep learning)

• Explaining results from data analysis such as the meaning of 
factors in a factor analysis.

• Explaining results from recommender systems.
• Uncovering data bias.
• Etc.

All of this will require the use of knowledge graphs as background 
knowledge. 
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Thanks!

Get in touch if interested: 
hitzler@ksu.edu

Consider coming to my class in Spring or Fall

mailto:hitzler@ksu.edu
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