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Abstract. We present a new approach to extend the Web Ontology
Language (OWL) with the capabilities to reason with defaults. This work
improves upon the previously established results on integrating defaults
with description logics (DLs), which were shown to be decidable only
when the application of defaults is restricted to named individuals in
the knowledge base. We demonstrate that the application of defaults
(integrated with DLs) does not have to be restricted to named individuals
to retain decidability and elaborate on the application of defaults in the
context of ontology alignment and ontology-based systems.

1 Introduction and Motivation

The wide adoption of linked data principles has led to an enormous corpus of se-
mantically enriched data being shared on the web. Researchers have been build-
ing (semi-)automatic matching systems [1,24] to build links (correspondences)
between various conceptual entities as well as instances in the linked data. These
systems are commonly known as ontology matching/alignment systems. The cor-
respondences generated by these systems are represented using some standard
knowledge representation language such as the web ontology language (OWL).
However, due to the amount of heterogeneity present in the linked data and the
web, OWL does not seem to be a completely suitable language for this purpose
as we discuss in the following.

One key aspect of the web (or the world) is variety. There are subtle differ-
ences in how a conceptual entity and its relation to other entities is perceived
depending on the geographical location, culture, political influence, etc. [15]. To
give a simple example consider the concept of marriage, in some conservative
parts of the world, marriage stands for a relationship between two individuals of
opposite genders whereas in other more liberal places the individuals involved
may have the same gender. Consider the axioms in Figure 1, let axioms (1) to
(8) represent a part of ontology A (the conservative perspective) and axioms (9)
to (13) represent a part of ontology B (the liberal perspective). It would be safe
to assume that an ontology matching system would output the axioms (14) to
(16) as the correspondences between these two ontologies. This however, leads
to a logical inconsistency under OWL semantics when the two ontologies are
merged based on the given correspondences: From axioms (10), (11), (14), and
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@) symmetric(b:hasSpouse) 9)
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) . b:Male(b:david) (11)
a:has Wife(a:john, a:mary)  (5) }
) b:Male(b:mike) (12)
a:Male(a:john) (6)
b:Female(b:anna) (13)
a:Female(a:mary) (7)
a:Male a:Female C L (8)
a:hasSpouse = b:hasSpouse (14)
a:Male = b:Male (15)
a:Female = b:Female (16)

Fig. 1. Running example with selected axioms.

(3), we derive a:Female(b:mike) which together with axioms (12), (15), and (8)
results in an inconsistency as we derive a:Male(b:mike) and a:Female(b:mike)
while axiom (8) states a:Male M a:Female C 1.

This drives the need for an alignment language which could handle such
subtle differences in perspectives. We propose an extension of description logics
based on defaults to be used as an ontology alignment language. Using the notion
of defaults we could re-state axiom (14) to an axiom which would semantically
mean: every pair of individuals in b:hasSpouse is also in a:hasSpouse (and vice
versa) unless it leads to a logically inconsistency. And those pairs which lead to
an inconsistency are treated as exceptions to this axiom. In such a setting the
pair (b:mike, b:David) would be treated as an exception to the re-stated axiom
and would not cause an inconsistency any more.

A default is a kind of an inference rule that enables us to model some type of
stereotypical knowledge such as “birds usually fly,” or “humans usually have their
heart on the left side of their chest.” Default logic, which formalizes this intuition,
was introduced by Ray Reiter [21] in the 80s, and it is one of the main approaches
towards non-monotonic reasoning. In fact, it was the starting point for one of the
primary approaches to logic programming and non-monotonic reasoning today,
namely the stable model semantics [8] and answer set programming [20].

Reiter’s approach is so powerful because exceptions to the default rules are
implicitly handled by the logic, so that it is not left to the knowledge modeler to
know all relevant exceptions and to take care of them explicitly, as is required in
OWL-based ontology modeling. In fact, defaults in the general sense of Reiter
still appear to be one of the most intuitive ways of formally modeling this type
of stereotypical reasoning [11].

Alas, a paper by Baader and Hollunder [2], published almost 20 years ago,
seemed to put an early nail into the coffin of default-extended description logics.



Therein, the authors show that a certain extension of the description logic ALC?
becomes undecidable if further extended with Reiter defaults. Since decidability
was (and still is) a key design goal for description logics, this result clearly was a
showstopper for further development of default-extended description logics. Of
course, Baader and Hollunder also provided a quick fix: If we impose that the
default rules only apply to known individuals (i.e., those explicitly present in the
knowledge base), then decidability can be retained. However, this semantics for
defaults is rather counter-intuitive, as it implies that default rules never apply to
unknown individuals. In other words: to unknown individuals the defaults do, by
default, not apply. Arguably, this is not a very intuitive semantics for defaults.

In this paper, we show that there is still a path of development for default-
extended description logics, and that they may yet attain a useful standing in
ontology modeling. In fact, we will present a way to extend decidable description
logics with defaults which transcends the approach by Baader and Hollunder
while retaining decidability: in our approach, defaults rules do apply to unknown
individuals. We refer to the type of default semantics which we introduce as free
defaults. Indeed, the contributions of this paper are (1) A new semantics for
defaults (free defaults) in description logics and thereby OWL, such that the
application of defaults are not limited to named individuals in the knowledge
base, (2) We show that reasoning under this new semantics is decidable, which
improves upon the results shown in [2], (3) Adding default role inclusion axioms
also yields a decidable logic, and (4) We introduce the use of free defaults as
a basis for a new language for ontology alignment and show some application
scenarios in where defaults could play a major role and show how our approach
covers these scenarios.

Let us briefly look at some of the related work published in recent years.
There is in fact a plethora of publications on integrating description logics and
non-monotonic formalisms, and it is not feasible to give all relevant proposals
sufficient credit. We thus refer the interested reader to [18] for pointers to some
of the most important approaches to date, including their relationships.

A series of work has recently been published which is related to typical-
ity reasoning in description logics [9], in which the authors provide a minimal
model semantics to achieve typicality. While our work is also based on preferred
models, our goal is to follow some of the central ideas of default logic and to
adapt it to provide a model-theoretic approach to defaults in DLs. Exact formal
relationships between different proposals remain to be investigated. Other ap-
proaches that could be used to simulate defaults include circumscription [4,23],
while again the exact relationship between the approaches remains to be inves-
tigated. Also [3] talks about defeasible inclusions in the tractable fragments of
DL, which again follows a similar intuition. We understand our proposal and re-
sults as a contribution to the ongoing discussion about the best ways to capture
non-monotonic reasoning for Semantic Web purposes.

3 ALC is a very basic description logic which, among other things, constitutes the core
of OWL 2 DL [13,14].



The remainder of this paper is organized as follows. Section 2 introduces
preliminaries which form the basis required for the understanding of our work.
In section 3, we discuss the semantics of free defaults for description logics, in
the case of subclass defaults. In section 4 we give decidability results. In section
5 we show that adding free subrole defaults also retains decidability. In section 6
we discuss examples which illustrate the potential and relevance of free defaults
to ontology modeling. We conclude in section 7.

2 Preliminaries

2.1 Default Logic

Default logic [21] is a form of non-monotonic logic which allows us to add in-
ference rules called default rules on top of the conceptual knowledge. A default
rule (or simply default) is of the form

a:ﬁla"'vﬁn
/y b

where «, 5;,7 are first order formulae. « is called the pre-requisite of the rule,
B, - ., By are its justifications and -y its consequent. A default rule is closed if all
the formulae that occur in the default are closed first order formulae, otherwise
the default rule is called open. A default theory is further defined as a pair
(D, W), where D is a set of defaults and W is a set of closed first order formulae.
A default theory is closed if all the default rules in the set D are closed, otherwise
it is called an open default theory.

The intuitive meaning of a default rule is that if « is true, and if furthermore
assuming f1,..., 8, to be true does not result in an inconsistency, then - is
entailed. The formal semantics of a default theory is defined in terms of a notion
of extension. An extension of a default theory is a completion (i.e., closure under
entailment) of a possibly incomplete theory. The following describes formally the
notion of an extension, directly taken from [21].

Definition 1. . Let A = (D, W) be a closed default theory, so that every default
of D has the form

a:fBi,...,0n

/y )

where «, B, ..., Bn,7v are all closed formulae of L (a first order language). For
any set of closed formulae S C L, let I'(S) be the smallest set satisfying the
following three properties:
-WCTI(S)
- I'(S) is closed under entailment.
- Jf &b e Do e I(S), and By, ..., =B ¢ T(S), then v € I'(S).
A set of closed formulae E C L is an extension of A if I'(E) = E, i.e. if E is
a fizxed point of the operator I.




The complexity of reasoning with (variants of) default logic is generally very
high [10], and the same holds for most other non-monotonic logics, unless severe
restrictions are put in place.*

In this paper we deal with a special type of defaults called normal defaults,
and give it our own semantics which satisfies the intuition we intend to serve. We
do this, rather than attempt to build on the more general approach by Reiter,
because we strive for a simple but useful approach [23]. Normal defaults are
those in which the justification and consequent are the same. We observe that
these kinds of defaults have a variety of applications as we will see in section 6.

2.2 Description Logics

We briefly introduce the basic description logic (DL) ALC, although our ap-
proach also works for more expressive description logics.

Let No,Ng and N, be countably infinite sets of concept names, role names
and individual names, respectively. The set of ALC concepts is the smallest set
that is created using the following grammar where A € N¢ denotes an atomic
concept, R € Nr is a role name and C, D are concepts.

Cu=T|L|A|~C|CND|CUD|3RC|VYRC

An ALC TBox is a finite set of axioms of the form C C D, called general
concept inclusion (GCI) axioms, where C and D are concepts. An ALC ABoz is
a finite set of axioms of the form C(a) and R(a, b), which are called concept and
role assertion azxioms, where C is a concept, R is a role and a, b are individual
names. An ALC knowledge base is a union of an ALC ABox and an ALC TBox

The semantics is defined in terms of interpretations Z = (AZ, .7), where AT
is a non-empty set called the domain of interpretation and . is an interpretation
function which maps each individual name to an element of the domain AZ and
interprets concepts and roles as follows:

TI=AT, 1T=0 AT C AT, RTCATxAL

(-0)f = AT\ T, (CinCy)t = CcEInct, (CruCy)t = ctuct,
(Vr.C)T = {z € AT | (z,y) € rT implies y € CT},

(3r.C)% = {2z € AT | there is some y with (z,y) € % and y € CT}

An interpretation Z satisfies (is a model of) a GCI C C D if CT C D%, a
concept assertion C(a) if aZ € C7T, a role assertion R(a,b) if (aT,b?) € RT. We
say T satisfies (is a model of) a knowledge base K if it satisfies every axiom in
K. K is satisfiable if such a model 7 exists.

The negation normal form of a concept C, denoted by NNF(C'), is obtained
by pushing the negation symbols inward, as usual, such that negation appears
only in front of atomic concepts, e.g., NNF(=~(C'U D)) = -~C M =D.

We will occasionally refer to additional description logic constructs which are
not contained in ALC. Please refer to [14] for further background on description
logics, and how they relate to the Web Ontology Language OWL [13].

4 An exception is [17] for tractable description logics, but the practical usefulness of
that approach for default modeling still needs to be shown.



3 Semantics of Free Defaults

In this section, we introduce the semantics of free defaults. We restrict our
attention to normal defaults and show that reasoning in this setting is decidable
in general when the underlying DL is also decidable. Normal defaults are very
intuitive and we observe that there are many applications in practice where
normal defaults can be very useful—see section 6. We also provide a DL syntax
to encode default rules in the knowledge bases. For our purposes, a normal

A:B

default rule is of the form , where A and B are class names,’ i.e., the

justification and conclusion of the default rule are the same. For a description
logic £ we are going to represent the same rule in the form of an axiom A C, B,
where A and B are L-concepts and T4 represents (free) default subsumption. We
refer to statements of the form A T4 B as (free) default rules or default azioms.

Definition 2. Let KB be a description logic knowledge base, and let § be a set
of default axzioms of the form C' Ty D, where C and D are concepts appearing
in KB. Then we call the pair (KB, ) a default-knowledge-base.

The semantics of the default subsumption can be informally stated as follows:
if C Cy4 D, then every named individual in C' can also be assumed to be in D,
unless it results in a logical inconsistency. Also, if C' C; D, then every unnamed
individual in C is also in D, i.e., for unnamed individuals C; behaves exactly
the same as C. Furthermore, we say a named individual a satisfies a default
axiom C Cg4 D if (1) a? € C%, DT or (2) a € (=C)%. The intuition behind the
semantics of free defaults is to maximize the sets of the named individuals that
satisfy the default axioms while maintaining the consistency of the knowledge
base.

The following notations will be needed to formalize this intuition for the
semantics of free defaults.

Definition 3. For a default-knowledge-base (KB, d), we define the following.

- Indgp is the set of all the named individuals occurring in KB.

- P(Indgg) is the power set of Inds.

- P*(Indgg) is the set of n-tuples obtained from the Cartesian product: P(Ind gz ) x
- n times X P(Indgg), where n is the cardinality of 6.

The notion of interpretation for the default-knowledge-bases (KB, §) remains
the same as that of the underlying DL of the knowledge base KB.6 Additionally,
given an interpretation Z, we define 67 to be the tuple (X7,...,XZ), where
each X7 is the set of interpreted named individuals that satisfy the i*" default
Ciz Cq D; ;n the sense that )ICLI = (Cfn Df n AT U ((ﬁC’l)I nAaZ ) W.ith
A7 . ={a* | a €Indgg} C A* being the set of interpreted individuals occurring
in the knowledge base. We now need to define a preference relation over the
interpretations such that we can compare them on the basis of the sets of named
individuals satisfying each default.

5 We will lift this to roles in section 5.
6 See section 2.



Definition 4. (Preference relation >kg s) Given a knowledge base KB and a
set of default axioms §. Let T and J be two interpretations of the pair (KB, ?),
then we say that T is preferred over J orZ >gp s J if all of the following hold.
1. af = a7 for all a € Ng

2. XI O X7 for all1 <i <3|, where XF € 6T and X € §7.

3. XF o X7 for some 1 <i < 5|, where X} € 6% and X{ € §7.

The concept of a model under the semantics of free defaults would be the
one which is maximal with respect to the above relation.

Definition 5. (d-model) Given (KB,d), we call T a d-model of KB with respect
to a set of defaults §, written Z =4 (KB, 9), if all of the following hold.

1. T satisfies all axioms in KB.

2. CT\ AT , C DI, for each (C; T4 D;) €6.

3. There is no interpretation J >gp.s I satisfying conditions 1 and 2 above.
Furthermore, if (KB, ) has at least one model, then the default knowledge base
is said to be d-satisfiable.

The following proposition is obvious from the definition of d-model.

Proposition 1. IfZ is a d-model of the default-knowledge-base (KB, J), then T
s a classical model of KB.

For default theories two types of entailments are usually considered: credulous
and skeptical [21]. A logical formula is a credulous entailment if it is true in at
least one of the extensions of the default theory. Skeptical entailment requires the
logical formula to be true in all the extensions. We follow the skeptical entailment
approach as it fits better to the description logic semantics.”

Definition 6. (d-entailment) Given a default-knowledge-base (KB,d) and DL
aziom «, « is d-entailed by (KB, d) if it holds in all the d-models of (KB, ).

4 Decidability

In this section we show that the tasks of checking for d-satisfiability and d-
entailment for default-knowledge-bases are decidable in general. Let (KB, d) be a
default-knowledge-base where KB is encoded in a decidable DL £ which supports
nominal concept expressions. We show that finding a d-model for (KB, §) is also
decidable. For some P = (X1,...,X,) € P*(Indggs), let KBp be the knowledge
base that is obtained by adding the following axioms to KB, for each C; T4 D; €
o:

1. X; = (C;nD;M{ay,...,ax})U(=C;iM{ay,...,ar}), where X; is the nominal
expression {x1,..., 2, } containing exactly all the named individuals in X,
and {a1,...,a;} = Indgz.

2. C;N—{ay,...,ar} C D;, where {ai,...,ar} = Indgz.

7 Whether credulous entailment is useful in a Semantic Web context is to be deter-
mined.



The first step in the above construction is useful to identify the sets of default-
satisfying individuals. The extensions of the X;s represent those sets. The second
step ensures all the unnamed individuals satisfy the default axioms. Notice that
KBp as constructed using the above rewriting steps makes it fall under the
expressivity of the DL £, and construction of KBp requires only a finite number
of steps since ¢ is a finite set. Furthermore, we can compute an order > on the set
P™(Indgg) based on the D-relation, defined as follows: Let Py, P2 € P*(Indgg),
then Py = Py iff

1. Xq; O Xy, for each Xq; € P; and Xo; € Py and
2. X1; D X; for some Xq; € P; and Xo; € Ps.

Lemma 1. Given a default-knowledge-base (KB, ), if KBp is classically satis-
fiable for some P € P*(Indgg), then (KB,d) has a d-model.

Proof. Let P; € P"(Indgg) such that KBp, has a classical model Z. Then there
are two possible cases.

In the first case there is no P, € P"(Indgg) such that P, = P; and KBp,
has a classical model. In this case Z satisfies all the conditions of a d-model:
(1) 7 satisfies all axioms of KB since KB C KBp. (2) T satisfies condition 2 of
the definition of d-model, this follows from the second step of the construction
of KBp. (3) This follows directly from the assumption for this case. So 7 is a
d-model for (KB, ) in this case.

The second case is when there is some P, € P"(Indgg) for which there is
a classical model Z for KBp, and P, > P;. Again, there are two possibilities
as in case of P;. Either the first case above holds for P,, or there is some
P, = P, € P*(Indgg) for which the second case holds. In the latter situation,
the argument repeats, eventually giving rise to an ascending chain with respect
to the order > on P"™(Indgg). However, since P™(Indgg) is finite this chain has

a maximal element and thus the first case applies. Therefore, there is a d-model
for (KB, 9). O

The following theorem is a direct consequence of Lemma 1 and the finiteness
of 6.

Theorem 1. The task of determining d-satisfiability of default-knowledge-bases
is decidable.

It should be noted that in case of Reiter’s defaults it is known that for normal
default theories an extension always exists, but in the case of free defaults it
can be easily seen that there might be some default-knowledge-bases which do
not have a d-model. This is not completely satisfactory of course. However, at
this stage it is unknown whether a stronger result can be obtained without
giving up decidability. Though the notion of d-satisfiability is important for
checking that the default-knowledge-base modelled is consistent and can be used
for reasoning-based query services, the more interesting problem in the case of
default-knowledge-bases is to handle d-entailment inference services. As it can
be observed that d-entailment checking is not directly reducible to satisfiability



checking of the default-knowledge-base,® we define a mechanism of checking d-
entailments and show that this is also decidable.

Proposition 2. Let (KB,§) be a default-knowledge-base. If T is a d-model of
(KB, 6), then there exists P € P™(Indkg) such that T is a classical model of KBp
and all classical models of KBp are d-models of (KB, J).

Proof. Given T we construct a P € P*(Indgg) as follows: Given a default C; Cy
D; € 4, let X; be the maximal subset of Indgs such that XZ C (C; 1 D;)% U
(=C;)*. Given all these X/s, let P = {X1,..., X, }.

Clearly, 7 is then a classical model of KBp.

Furthermore, since 7 is a d-model of (KB, ¢), there is no P, € P"*(Indgg) such
that KBp_ has a classical model and P, > P. By construction of KBp all classical
models of KBp satisfy the three d-model conditions for (KB,d) because (1)
KB C KBp, all axioms of KB are satisfied, (2) the second step of the construction
of KBp ensures the second condition of d-model is satisfied. (3) Since P satisfies
the maximality condition, all classical models of KBp also satisfy the maximality
condition of being a d-model ensured by step one of the construction of KBp. O

Consider the two sets

Prp.a={P € P*(Indggp) | KBp is classically satisfiable}
PKB—d—modelz{P € Pxp.a | P is maximal w.r.t. >-}

and note that they are both computable in finite time. We refer to all the KBp’s
generated from all P € Pkp.d-model as d-model generating knowledge bases.

Lemma 2. A DL aziom « is d-entailed by a default-knowledge-base (KB, 0)
iff it is classically entailed by every KBp obtained from KB, §, and all P €

PKB-d-model-

Proof. This is a consequence of Proposition 2, since all classical models of each
{KBp | P € PKkB-d-model } are also the d-models of the knowledge base. O

We assume KB is in a decidable description logic £ that supports nominals
and full negation. It is a well known result that all common inference tasks are
reducible to a satisfiability check in DLs that support full negation [5]. Further-
more, KBp is constructed by adding GClIs involving concept expressions using
nominals and conjunctions, so we can safely assume that KBp also falls under
the DL L. Hence, all the d-model generating knowledge bases are in L.

Theorem 2. (Decidability of d-entailment) Let L be a decidable DL with full
negation and nominal support. Then the tasks of subsumption checking, instance

checking, and class satisfiability are decidable for default-knowledge-bases with
KB in L.

8 This is due to non-monotonicity of the logic.



Proof. Given a default knowledge base (KB, ¢), then by Lemma 2 the inference
tasks can be reduced as follows:
- Subsumption: C' C D is d-entailed by (KB, 9) iff KBp U{C' M —D} is classically
unsatisfiable for all P € PkB.d-model-
- Instance checking: C(a) is d-entailed by (KB, ) iff KBpU{—C(a)} is classically
unsatisfiable for all P € PkB-d-model-
- Class satisfiability: a class C is satisfiable iff C' C L is not d-entailed by (KB, ¢).
Consider the task of checking (KB, d) =4 C C D. Then (KB,Jd) =q C C D
ifft KBp U{C M —D} is classically unsatisfiable for all P € Pkp_.d-model. Since
PxB-d-model is finitely computable and checking classical satisfiability is decid-
able in L, checking the satisfiability for each KBp is decidable. Hence, checking
(KB, ) =4 C C D is decidable. Similar arguments hold for the other tasks. O

5 Default role inclusion axioms

So far we have restricted our attention to default concept inclusions. We made
this restriction for the purpose of obtaining a clearer presentation of our ap-
proach. However, as may be clear by now, we can also carry over our approach
to cover default role inclusions, and we discuss this briefly in the following.

We use the notation R T4 S for free (normal) role defaults. As in the case of
default concept inclusion axioms for role defaults, we restrict the exceptions to
these defaults to be pairs of named individuals only. The intuitive semantics of
R T, S is that for every pair (a,b) of named individuals in the knowledge base,
if R holds then assume S also holds unless it leads to an inconsistency. For all
other pairs of individuals (with at least one unnamed individual), if R holds then
S also holds. We extend the definition of default-knowledge-bases and adjust the
other definitions in the following.

Definition 7. Let KB be a knowledge base in a decidable DL and let § be a set

of default axioms of the form C T4y D or R Ty S, where C;D and R,S are

respectively concepts and roles appearing in KB. Then we call (KB, ) a default-

knowledge-base. Furthermore:

- The definition of Indgg,P(Indkg), P*(Indxs) carry over from Definition 3,
where n is the number of axioms of the form C Ty D in §.

- P(Indgg x Indgg) denotes the power set of Indxg X Indgg.

- P™(Indgs x Indgg) is the set of m-tuples obtained from the Cartesian product:
P(Indxg X Indgs) X .. .mtimes X P(Indgg X Indgg), where m is the number of
default role axioms in §.

For simplicity of presentation we assume that ¢ is arranged such that all
default concept inclusion axioms appear before all default role inclusion axioms.
Now, consider the set Dgg = P™*(Indgg) x P™(Indgg X Indgs) which is a set of
tuples, where each tuple is of the form ((Xy,...,X,), (Y1,...,Ym)) such that
(X1,...,Xn) € P"(Indgg) and (Y7,...,Y,,) € P™(Indgs X Indgg). An interpre-
tation for default-knowledge-bases with default role inclusion axioms should now



map § to a tuple as follows. 67 = (X%, V%) € Dgg, where X1 = (XI,..., X2)
and YT = (Y£,..., VL) such that X7 = (CENDINAL )U((-C)ENAZT ) and
YjI = (RJZOSJIQ (AT x AT NU((=R)TNAT  x AL ) forallC; T, D; €6
and R; Cyq S; € 4. In other words X7 denotes the extension of the named indi-
viduals that satisfy the i*" default concept axioms and Y;* denotes the extension
of pairs of named individuals that satisfy the j** default role axiom.

To ensure the maximal application of the default axioms we need the prefer-
ence relation to be adapted to this setting.

Definition 8. (Preference relation > kg 5) Given a knowledge base KB, a set of
default azioms §, and T and J be two interpretations of (KB, d). We say that T
is preferred over J, written T >gp s J, if

1. conditions 1-4 of Definition 4 hold,

2. YiIQYiJ foralll <i<m, where}/feyz aninjeyj,

3. YiI D YZ—J for some 1 < j < m, where YiI e VT and YZ-J e yJ.

where m is the number of role inclusion axioms in .

The definition of d-model now carries over from Definition 5, the only differ-
ence being that the new definition > gp 5 of the preference relation is used when
default role axioms are also included.

To show the decidability of reasoning with any default-knowledge-base (KB, ¢)
with role defaults, we assume that KB is in a decidable DL £ which supports
nominal concept expression, boolean role constructors, concept products, and the
universal role Y. In [22], it was shown that expressive DLs can be extended with
boolean role constructors for simple roles without compromising on complexity
and decidability. For some tuple P = ((X1,...,Xn), (Y1,...,Yn)) € Dkg, let
KBp be the knowledge base that is obtained by adding the following axioms to
KB. For each C; T4 D; € § add the following.

1. X; = (C;nD;M{ay,...,ax})U(=C;iM{ay,...,ar}), where X; is the nominal
expression {z1, ...,z } containing exactly the named individuals in X;, and
{al, PN ,ak} = IndKB.

2. C;N—{a,...,ax} C D;, where {ay,...,ar} = Indgz.

And for each R; £y S; € 6, add the following.

1. For each (a,b) € Y}, add the ABox axiom R, ;(a,b) and the axiom

{z} M 3Rap{y} C {a} N 3U({y} 1 {0}),

where R, is a fresh role name, and {z} and {y} are so-called nominal
schemas as introduced in [19]: They are a kind of nominal variables, which
can stand for any nominal. In fact, this axiom can easily be cast into a set
of axioms not containing nominal schemas, as shown in [19]. The axiom just
given enforces that Ry , N (A7, , x A7, ;) = {(a,D)}.

2. Ll(a,b)ey- R, = (R; M D; MU,) U R; M —U,, where Uy = Indgp X Indggp.

3. RjN—-Uy =85, where U; = Indgg x Indgg.

The construction just given for role defaults is analogous to the one for class
inclusion defaults, with the exception that we do not have a nominal constructor



for roles. However, for the specific setting we have here, we can obtain the same
result by using the axioms from points 1 and 2 just given.

It should also be noted that the above outlined construction of KBp can be
computed in a finite number of steps.

The remainder of the decidability argument for d-entailment now carries
over easily from section 4, and we omit the details. It should be noted that the
availability of boolean role constructors is required for our argument, and that
corresponding simplicity restrictions may apply, depending on the concrete case.

6 Application of defaults in ontology alignment

Variety and semantic heterogeneity are at the very core of many fields like the
Semantic Web, Big Data etc. To give a concrete example, many interesting sci-
entific and societal questions cannot be answered from within one domain alone
but span across disciplines. Studying the impact of climate change, for instance,
requires to consider data and models from climatology, economics, biology, ecol-
ogy, geography, and the medical science. While all these disciplines share an
overlapping set of terms, the meanings of these terms clearly differ between
them. A street, for instance, is a connection between A and B from the view
point of transportation science, and, at the same time, a disruptive separation
which cuts through habitats from the view point of ecology. Even within single
domains, the used terminology differs over time and space [16]. The idea that this
variety should be 'resolved’ is naive at best. The defaults extension proposed in
this work can thus support more robust ontology alignments that respect variety
and still allow us to share and integrate the heterogeneous data. In the follow-
ing we give some concrete examples that cannot be sufficiently addressed with
existing ontology alignment frameworks, but would benefit from the proposed
extension.

Consider the axioms in Figure 2. The ontology fragment consisting of (17)
to (21) reflects a certain perspective on canals valid in a transportation appli-
cation. In contrast, the axioms (22) to (24) reflect a different but equally valid
perspective from an agricultural perspective. Typically, ontology alignment sys-
tems would default to a syntactic matching of shared primitives such as Agricul-
turalField or IrrigationCanal. However, applied to these two ontology fragments
this would yield a logical inconsistency in which some waterbodies would have to
be land masses at the same time. Using our proposed free defaults, only certain
canals from a would qualify as canals in b, avoiding the inconsistencies.

While in the above example the inconsistency was largely caused by the
cardinality restrictions, other cases involve concrete domains. For instance, each
US state (and the same argument can be made between counties as well) has its
own legally binding definition of what distinguishes a town from a city. Thus,
to query the Linked Data cloud for towns it is required to take these local
definitions into account. Otherwise one would, among hundreds of thousands
of small municipalities, also retrieve Los Angeles, CA or Stuttgart, Germany.’

9 In case of DBpedia via dbpedia:Stuttgart rdf:type dbpedia—owl:Town.



a:flowsInto C a:IsConnected 17
a:IrrigationCanal C a:Canal (18)
Ja:flowsInto.a: AgriculturalField T a:IrrigationCanal (19)
a: Waterbody M a:Land C L (20)
a:AgriculturalField C a:Land (21)
b:flowsInto C b:IsConnected (22)
b:Canal C (>2 b:IsConnected.b: Waterbody) (23)

b:IrrigationCanal = (=1 b:isConnected.b: Waterbody)
M (=1 b:flowsInto.b: Agricultural Field) (24)

Fig. 2. Fragments of two ontologies, (17)-(21), respectively (22)-(24), to be aligned.

In several cases these state-specific distinctions solely depend on the population
count and, thus, could be handled using existing alignment systems. However,
in other cases they are driven by administrative divisions of geographic space,
are based on historical reasons, or other properties. As argued before, our free
defaults can handle these cases.

Let us now return to the example from section 1 and discuss it in more techni-
cal depth. We showed that an alignment using axiom (14) leads to inconsistency.
Now consider instead using the approach of free defaults, by replacing axiom (14)
with b:hasSpouse T4 a-hasSpouse. As per our semantics the pair (b:mike, b:david)
will act as an exception to the default role inclusion that we just added and
a:hasSpouse(b:mike, b:david) will not hold anymore. On the other hand if we also
add the axiom a:hasSpouse Ty b:hasSpouse then b:hasSpouse(a:john, a:mary)
will also hold.

To see this formally, consider all the axioms of figure 1 except (14) to be KB
and let 0 = {(a-hasSpouse T4 b:hasSpouse), (b:hasSpouse T4 a:hasSpouse)} and
consider an interpretation Z such that (a:hasSpouse)’ = {(a:john®, a:mary®)}
and (b:hasSpouse)T = {(b:mike”, b:david®), (a:john®, a:mary™)}. Note that forc-
ing (b:mikeI, b:david® ) in the extension of a:hasSpouse will result in an inconsis-
tency because of the reasons mentioned in section 1. On the other hand, if we
consider an interpretation 7 such that (a:hasSpouse)” = {(azjohn” | a:mary”)}
and (b:hasSpouse)? = {(b:mike”, b:david”)}, then clearly T > g 5 J, because
the extension of b:hasSpouse in 7 is greater than that of J. So, Z is preferred
over J. In fact Z is also a d-model of this default-knowledge-base.

The above example shows that in case of ontology alignments, using default
constructs to map terms could help us avoid potentially inconsistent merged
knowledge bases due to subtle semantic differences in the different ontologies.

As final example, we want to discuss the implications our approach has with
respect to the use and abuse of owl:sameAs in linked data [12],'° where this Web

10 Note owl:sameAs is OWL representation of individual equality in DLs



ontology language (OWL) construct is used extensively to provide links between
different datasets. However, owl:sameAs is, semantically, a strong equality which
equates entities, and this strong (specification-compliant) interpretation easily
leads to complications. For instance, consider two linked datasets a and b where a
contains the axioms: a:airport(a:kennedy) and a:airport C a:place, and b contains
axioms b:president(b:kennedy) and b:president C b:person plus the disjointness
axiom b:person a:place C L.

Now, if some text-based co-reference resolution system identifies a:kennedy
and b:kennedy as the same object, then it will result in a link such as owl:sameAs
(a:kennedy, b:kennedy). Obviously, this yields to an inconsistency because of
the disjointness axiom. However, if we use defaults this could be expressed as
{a:kennedy} T4 {b:kennedy}, which essentially is another way of saying that
a:kennedy is identical to b:kennedy unless it causes an inconsistency. While [12]
argues for a set of variants of equality with differing semantic strength, automatic
identification of the exact variant of equality to be used is yet another matter,
and presumably rather difficult to accomplish. So for automated co-reference
resolution, we would argue that the use of free defaults, which semantically re-
cover from erroneous guesses by the alignment system, are a much more suitable
solution.

7 Conclusion

In this paper, we have provided a new semantics for embedding defaults into de-
scription logics, and have shown that reasoning tasks are decidable in our setting.
Both the decidable logic from [2] and our work are variants of Reiter’s defaults
[21]. But the approach in [2] is very restricted and arguably violates some key
intuitions. Our proposal provides an improvement, mainly because with our free
defaults, the application of defaults is not limited to named individuals. How-
ever, we impose that exceptions to the default rules only occur in the named
individuals of the knowledge base. Also, our approach to the semantics is model-
theoretic whereas most of the previous work on defaults has been mainly based
on fixed point semantics [6,7]. We have furthermore given a thorough motivation
of the usefulness of free defaults in the context of ontology alignments. Through
the examples in section 6, it is shown that the new semantics that we have intro-
duced in this paper is useful when dealing with the integration of heterogeneous
ontologies. We believe that our work provides a foundation for a new and more
powerful ontology alignment language.

Whether defaults over DLs are decidable when we allow exceptions to also
occur over unnamed individuals, is still an open question and we intend to in-
vestigate this in the future. Future work also includes smart algorithmization
and implementation of d-entailment tasks mentioned in this paper. A naive al-
gorithm can easily be developed by searching for maximal d-model generating
tuples from P"(Indgg), i.e. by searching for all maximal Ps in P™(Indgg) for
which KBp has a classical model and then using the process outlined in The-
orem 2. Although this reasoning procedure appears to be decidable it is very



expensive and thus not feasible for practical use. However, the algorithmization
could be made smarter by using some optimization techniques. For instance,
P™(Indgg) could be represented as an ordered set of tuples where each tuple is a
collection of comparable Ps sorted by the > relation. The algorithm would then
look for maximally satisfying Ps for each tuple by performing a binary search
on every tuple. This should significantly improve the performance of the naive
approach since the number of steps to find all suitable Ps has been reduced by
a large factor. These and other optimizations will be central to our investigation
of algorithmizations.
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