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Clustering

 Partition unlabeled examples into disjoint subsets of clusters, 
such that:
 Examples within a cluster are very similar
 Examples in different clusters are very different

 Discover new categories in an unsupervised manner 
 We don't know the categories apriori, the goal is to identify if 

there are any underlying “similar” groups
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Soft clustering for document collections

 Suppose the clusters correspond to topics in a given 
document collection

 Soft clustering gives probabilities that an instance 
belongs to each of a set of clusters rather than assign 
a specific cluster to it

 Each instance is assigned a probability distribution 
across a set of discovered categories 
– A document is 80% politics and 20% religion



 K-means 
– Works on “points” in space
– Performance depends on a similarity function between 

the points
– Does not automatically give a generative view of 

documents. Probabilistically explain
• What an “average” document on a “topic” look like? 

• What are the most likely words for a topic?

– What if when multiple “modes” are available? For 
example, how to fold in citation links into clustering?

K-means vs. Topic Models



Topic Modeling

 From David Blei' page (Latent Dirichlet Allocation, a 
popularly used topic modeling algorithm)

“Topic models are a suite of algorithms that uncover the 
hidden thematic structure in document collections. 
These algorithms help us develop new ways to search, 
browse and summarize large archives of texts”

– http://www.cs.princeton/~blei/topicmodeling.html

– http://www.cs.princeton.edu/~blei/kdd-tutorial.pdf



 Over the last decade, topic models (pLSA, PCA, LDA) 
were extensively studied for various applications
– Discovering topics from a corpus
– Evolution of topics with time
– Model connections between topics
– Find hierarchies of topics

– Model influential articles/authors
– Predict links between articles
– Organize and browse large corpora

Topic Modeling



Probabilistic Modeling











LDA is extendible



Understanding the output from basic LDA 

Given a collection of documents, the basic LDA model uses 
the latent topic and term co-occurrences to estimate two 
quantities

- Topic-term matrix capturing term distributions for a topic

         w1 w2 w3 ….

   T1:  0.001 0.02 0.4....

- Top words for a topic “reveal” the theme captured by that 
topic for human consumption

- Topic proportions for each document in the corpus

               t1 t2  t3 t4

D1: <0.8, 0.2, 0, 0 > 



Understanding the output from basic LDA 

Given a collection of documents, the basic LDA model uses 
the latent topic and term co-occurrences to estimate two 
quantities

- Topic-term matrix capturing term distributions for a topic

         w1 w2 w3 ….

   T1:  0.001 0.02 0.4....

- Top words for a topic “reveal” the theme captured by that 
topic for human consumption (low-dimensional projection)

- Topic proportions for each document in the corpus 

               t1 t2  t3 t4

D1: <0.8, 0.2, 0, 0 > 



Unsupervised learning in CiteSeer

1. Clustering authors for disambiguation

2. Clustering document collections into subject areas

3. Citation recommendation

4. Predicting Influential Authors

5. Analyzing topic trends over time

6. Improving ranking tasks (Homepage retrieval, 
Expertise search)



What does a researcher homepage look like?

A CS researcher homepage is a mixture of types of 
information (topics)

Output from LDA on homepages from DBLP



Researcher homepages often contain their research 
information



How can we use the output from LDA?



How can we use the output from LDA?
Improving homepage retrieval

– Train a re-ranking function on top of results 
from a search engine
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Thank you!



Download Mallet from 
http://mallet.cs.umass.edu/download.php



mallet import-file --input sample.txt --output sample.mallet 
--keep-sequence
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