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Terminology Used in Classification Problems 
§  Features are attributes of a given problem 
§  Training/Labeled examples with known labels 
§  Unlabeled/Test examples on which labels need to be 

predicted 
§  Set of “classes” (prediction variable, categoric not numeric) 
Training: Learn a model/hypothesis/function based on training 

data 
Testing: Predict classes for test examples using the learnt 

model 
Examples are represented using “features”, model is made up 

of “parameters” .  
Learning is the process of estimating parameters for each 

feature! 



Example Classification Problems 

 
§  Email filtering: spam / non spam 
§  Email foldering/tagging: Work, Friends, Family, Hobby 
§  Research articles by subject area: Law, Politics, 

Computer Science, Biology 
§  Document by type: research article, thesis, slides, CV 
§  Tumor: malignant / benign  
§  Medical diagnosis: Not ill, Cold, Flu  
 



Data Representation 

§  N = number of training examples 
§  x’s = “input” variable / features 
§  y’s = “output” variable / “target” variable 
§  (x,y) – one training example 
§  (x(i),y(i)) – the ith training example 
§  (x, ?) – test example 



Data Representation 
http://www.d.umn.edu/~padhy005/Chapter5.html





Tree-based Classifiers 
 

§ Conjunctive Rules 
•  If the outlook=sunny and humidity=high 

and #batsmen<6, outcome=lost… 
§ Usually not possible to manually build an accurate 

rule set for large problems . 
Large problems (lot of attributes, lot of instances) 
§ What if the attributes are numeric? 
§ What if we need a probability of winning vs losing? 
Decision Trees and other variants capture express a 

model as a set of predicate rules/conjunctions of 
features 



How can automatically learn a decision tree? 

Quinlan proposed the ID3 and 
C4.5 techniques for  automatically 
learning Decision Trees from 
labeled data using concepts from 
Information Theory such as 
entropy and information gain. 
 
 

http://www.d.umn.edu/~padhy005/Chapter5.html





Bayesian Methods 

§  Learning and classification methods based on Probability 
Theory. 

§  Bayes theorem plays a critical role in probabilistic learning 
and classification. 

 
§  Build a generative model that approximates how data is 

produced 
§  Use prior probability of each category given no information 

about an item. 
§  Categorization produces a posterior probability distribution 

over the possible categories given a description of an item. 



Generative Probabilistic Classifiers 
 
§  Assume a simple (usually unrealistic for the purpose of 

tractability) probabilistic method by which the data was 
generated. 

 
§  Each class has a different parameterized generative model 

that characterizes that class. 
 
§  Training: Use the data for each category to estimate the 

parameters of the generative model for that category.  
 
 

§  Testing: Use Bayesian analysis to determine the category 
model that most likely generated a specific test instance. 



Bayes Theorem 

 
 P ( c∣ x )= P ( x∣ c ) P ( c )P ( x )

Need to work with probability distributions 
 
For example, Multinomial for words, Gaussian for 
numeric... 
 
In Text classification, terms distributions are usually 
expressed using multinomial distributions 
 
Next slides by Jurafsky and Manning 

 http://web.stanford.edu/class/cs124/lec/ 





















Naive Bayes is Not So Naive 
§ Naïve Bayes: First and Second place in KDD-CUP 97 competition, 

among 16 (then) state of the art algorithms 
 Goal: Financial services industry direct mail response prediction 
model: Predict if the recipient of mail will actually respond to the 
advertisement – 750,000 records. 

§ Robust to Irrelevant Features 
 Irrelevant Features cancel each other without affecting results 

§ Very good in domains with many equally important features 
§ A good baseline for text classification! 
§ Very Fast: Learning with one pass of counting over the data; testing 

linear in the number of attributes, and document collection size 
§  Low Storage requirements 



Discriminative Classifiers 

 
Examples: Probabilistic (Logistic Regression) and Support 

Vector Machines 
 
l     Typically, more accurate on classification tasks, model 

class-conditional distribution directly 
 
l  No assumptions on underlying distributions, able to 

incorporate arbitrary features ( that link an observation 
with a class ) 

l  “word=Africa and isCapitalized, feature value=1” 
 



Feature-based Linear Classifiers 
l    Each (feature, class) has associated weight parameter 
l    Typically, parameter estimation involves optimization of a 

loss function and is more tricky involving numerical 
optimization techniques 

l    Prediction depends on a function of the dot product between 
the weight vector and the feature vector 

 
l   For example in Logistic Regression 



   Logistic Regression:  
Find the weight vector that 
maximizes a quantity called 
conditional log likelihood 
  SVM:  
Find the weight vector that 
maximizes the distance 
between hyperplanes 
 

Parameter Estimation 








