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Many prediction problems in Bioinformatics involve the prediction of class labels for each residue in a 
protein sequence (e.g., prediction of RNA binding residues, post-translational modification sites, etc.). 
Typically, the classifiers are trained based on local features of each site in the training set of protein 
sequences. In this work, we present a Hierarchical Mixture of Experts (HME) [1] model that improves such 
classifiers by taking into account the global sequence similarity between the test and training sequences. 
 
First, we compute the pairwise similarity matrix for each pair of protein sequences based on a global 
sequence alignment score using the Blosum62 substitution matrix. Using the similarity matrix, we 
recursively partition the training set of proteins using the Spectral Clustering algorithm [2], resulting in a 
hierarchical partitioning of the sequences. A hierarchical mixture of experts classifier is trained such that 
each leaf node in the partitioning contains an expert model trained on data points from the leaf's sequences, 
while each midpoint node combines the predictions from its children based on the test sequence's cluster 
memberships. Each expert in the HME classifier is a Naïve Bayes model [3] trained on data points from the 
sequences that fall within the corresponding leaf node.  The HME model with Naïve Bayes (HME-NB) is 
evaluated against a Naïve Bayes model trained on all data points in the training set of sequences, i.e. no 
global sequence similarity information is used.  
 
Experiments are conducted on three representative problems: prediction of O-Linked glycosylation sites, 
prediction of RNA-binding protein sites and prediction of Protein-Protein interface sites in a protein 
sequence. The features for each residue are extracted by using a sliding window centered on the target 
residue. Figure 1 shows the ROC curves of the HME-NB and NB models obtained after performing 10-fold 
cross-validation on the three datasets. The figure shows that HME-NB outperforms NB on all three 
problems. In particular, considering the pairwise global similarity of the protein sequences significantly 
improves the performance measures on the Protein-Protein interface dataset. 
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a) O-Glycosylation             b) Protein-RNA             c) Protein-Protein 

 
Fig. 1. Receiver Operating Characteristic curves HME-NB (solid, in blue) and NB (dotted, in red) models 
obtained after performing 10-fold cross-validation on the three problems: a) prediction of O-Linked 
glycosylation sites, b) prediction of RNA-binding sites, and c) prediction of Protein-Protein interface sites 
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