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Abstract—On-chip true random number generators (TRNGs) can be designed by using traditional CMOS technology or by using more recent nanoscale devices and technologies. In CMOS technology, TRNGs are designed by harnessing random physical variations (e.g., thermal/supply/telegraph noise, jitter, latch metastability, etc.). Since CMOS technologies are slowly saturating in development, more recently, nanoscale devices and technologies, such as memristor, magnetic tunnel junction, carbon nanotubes, graphene, etc., are being used to design TRNG circuits. An ideal TRNG circuit is expected to generate a sequence of random bits with very high bit-entropy and zero correlation among the generated bitstreams. However, increasing variations in the fabrication process and the sensitivity of transistors to operating conditions (e.g., voltage, and temperature (PVT)) have a significant impact on bit-entropy of TRNGs designed in deep nanometer technologies. Furthermore, PVT variations can be exploited by an adversary as effective tools to attack TRNGs.

To mitigate these issues, we propose three probabilistic circuits: probability booster, probability dropper, and probability stabilizer. We use these circuits to build our proposed TRNG circuit. We also propose a stochastic model of our proposed TRNG circuit. To validate our proposed model, we have simulated our TRNG circuit using PSpice simulator using 65nm and 28nm processes. Results reveal that our proposed TRNG can generate random numbers with bit-entropy that always lies in the range [0.998, 1] at a data rate of 16 Mbps and is robust against PVT variations. Using the NIST SP 800-22 test suite for randomness, we demonstrate that the output of the proposed TRNG circuit is statistically random with 99% confidence levels.

Index Terms—TRNG, thermal noise, PVT variations, probabilistic switches, PCMOS, stochastic switching circuits

I. INTRODUCTION AND MOTIVATION

True random numbers are needed in many areas such as Monte-Carlo computation, randomized algorithm, cryptography, and hardware security. Some of the existing TRNGs include ring oscillator (RO) based TRNG which uses jitter in output signal of RO; metastability-based TRNG which leverages metastable circuit elements like cross-couple inverters or SRAM cells; phase-locked loop (PLL) based TRNG that extracts intrinsic randomness from low-jitter clock signals synthesized by on-chip analog PLL circuits; embedded analog-to-digital converter based TRNG designed by exploiting the non-linear signal processing and chaos; and thermal noise-based TRNGs [1]. One common disadvantage of all of these TRNG circuits is that they suffer from high correlation between the generated bits thus requiring a complicated post-processing of the generated bits to provide necessary bit-entropy. Moreover, these methods are rendered inefficient due to their sensitivity to deterministic operational variations (e.g., voltage and temperature (PVT)) that deteriorates the quality of the output random bitstreams [1]–[3]. Also, as these TRNGs are designed in the form of Giga- and Tera-scale integrated circuits (ICs) using deep nanometer technologies, there are multiple factors that affect the delay, power, and reliability of TRNGs [3]. Process variation is one factor that affects delay and power of a transistor. This variation generates deviation in the randomness of the same TRNG circuit implemented in multiple ICs which are manufactured using same process technology by the same foundry. Apart from the fabrication process variation, some factors (e.g., short channel effects and aging) that vary dynamically during functioning of the chip also affect the behavior of transistors and thus, the behavior of TRNGs. The cumulative effect of these indelible anomalies is deviation of probability associated with each bit generated by a TRNG from the ideal value of 0.5, thus, lowering the bit-entropy below 1.

Various methods exist in the literature to make the TRNG circuits resistant to these variations. In [4], the authors proposed a post-Si tuning technique that uses additional transistors to compensate for mismatch of the devices. In [5], the authors present a circuit calibration method that compensates the device mismatch due to process variation. In [3], the authors suggested sub-V_{dd} precharge and hybrid self-calibrating techniques for metastability based TRNGs. The principle advantage of these methodologies is that these approaches do not increase the circuit size of the TRNG. However, these techniques are too specific to a particular type of variation and applies to a specific TRNG circuit only and hence, are not scalable to other TRNG circuits. This situation is further exacerbated by the fact that every year new TRNGs are introduced in the research community that work on completely different principles and have entirely different circuits. Therefore, a generic technique to make these TRNGs resistant to PVT variations is imperative. There exist some generic solutions for PVT variations called algorithmic post-processing techniques. These techniques use either XOR corrector or Von Neumann corrector [3]. The potential disadvantage of XOR corrector is that as the device mismatch increases, there is minimal improvement in the bit-entropy obtained through the XOR corrector. The Von Neumann corrector substantially decreases the data rate of the TRNG.

All of the above mentioned TRNGs are designed and implemented using preexisting CMOS technology which is slowly saturating in development. Moreover, new attack models and vulnerabilities are continually emerging and cannot...
be adequately addressed by current CMOS technology. Furthermore, these noise- and metastability-based TRNG circuits perform poorly under PVT variations. To resolve these issues, a new class of TRNGs has emerged which is based on more recent nanoscale devices and technologies such as memristor, magnetic-tunnel junction (MTJ) (Spin-Dice), carbon nanotubes, graphene, and phase-change memory. Compared to conventional TRNGs that require amplifiers or comparators with high complexity, the use of memristors (or MTJ) to design TRNG significantly reduces the design cost [6]. Nevertheless, this new class of TRNG has its own demerits. The memristor-based TRNG shows promise but its entropy is expected to deteriorate under temperature fluctuations [7]. The Spin-Dice and the complementary polarizer MTJ-based TRNG use the spin-torque effect to excite damping switching in a perpendicular magnetic anisotropy nanomagnet, thereby generating a random bit-stream. However, the 50% switching probability of nanomagnets for the damping mechanism occurs over a very narrow range of input spin current. As such, the TRNG implementations will have diminished robustness over process and temperature variations [7]. New architectures of TRNGs based on memristor and MTJ have been introduced to alleviate the effect of PVT variations [7]. To sum up, although these emerging nanoscale devices and technologies provide improvements in speed and performance over the conventional CMOS technologies, other equally important security issues, such as anti-tamper, counterfeit detection/avoidance, side-channel attacks, and reverse engineering, have not been fully assessed in the context of these emerging nanoscale devices used to design TRNG circuits [6].

To overcome these challenges posed by PVT variations and to make the TRNG resistant to noninvasive fault attacks based on various parameter tweaking, we propose a generic circuit-level solution for robust TRNG design. The proposed technique is resistant to PVT variations and provides high bit-entropy. This generic architecture can be used with any entropy source to build a TRNG circuit that is resistant to PVT variations. In this work, we have used a probabilistic switch (pswitch) as a source of entropy to build a robust TRNG using our proposed approach as a case study. The reason for using pswitch as a case study is that we can control the probability of correctness (refer to Section II) of the pswitch by controlling the amount of thermal noise being injected into the CMOS inverter. This provides us the opportunity to analyze the worst-case behavior of our proposed TRNG. We provide an analytical model of the proposed approach and validate our model by circuit simulation using PSpice circuit simulator and Cadence Virtuoso Layout tool. Simulation results indicate that the TRNG circuits designed using our proposed approach are resistant to PVT variations and provides high bit-entropy ($\in [0.998, 1]$). Hence, these TRNG circuits can be used in applications that demand high reliability such as automotive, military, aerospace, unmanned aerial vehicle (UAV), etc. However, the TRNG circuits designed using our proposed approach result in area and power overhead, and may not be suitable for lightweight applications. The major contributions of this work are summarized below:

- We propose a generic approach to build a reliable TRNG using unreliable entropy sources (e.g., probabilistic switches, memristors, MTJs). Our approach is based on three proposed probabilistic circuits: probability booster, probability dropper, and probability stabilizer.
- We present an analytical stochastic model of the proposed probability stabilizer circuit.
- We have performed functional verification of the proposed TRNG circuit using PSpice circuit simulator for 65nm and 28nm processes. Furthermore, we have analyzed the robustness of our proposed circuit against the PVT variations. Results indicate that our proposed TRNG is robust against PVT variations and is also resistant to noninvasive fault attacks that involve changing operating temperature or supply voltage.

II. PROBABILISTIC SWITCH

We start with introducing the basic concepts of a probabilistic switch (pswitch) because we have used pswitch as the source of entropy in our proposed TRNG design approach.

A. Basic Concept

For completeness, we introduce the concept of probabilistic switching and probabilistic complementary-metal-oxide-semiconductor (PCOMOS) inverter realization of a pswitch (refer [8]–[11] for more details). A CMOS inverter is a digital gate that realizes a compliment function. The behavior of a CMOS inverter is deterministic because the probability that the CMOS inverter produces HIGH (or LOW) output given LOW (or HIGH) input is 1. We will call this probability as the probability of correctness and we will use this term throughout the paper to refer to the probability that a pswitch behaves correctly as a CMOS inverter. A pswitch is realized using a CMOS inverter circuit coupled with thermal noise as shown in Fig. 1.

This CMOS inverter coupled with thermal noise is PCOMOS inverter [8]. For a probabilistic inverter (or pswitch), the output-to-input relationship is stochastic in nature. From now on, we will use the term pswitch to represent the probabilistic inverter. In our pswitch design, we will only consider the thermal noise coupled to the input of the CMOS inverter. We will use power supply noise as a source of variation of power supply voltage to study the effect of supply voltage fluctuation on the probabilistic behavior of pswitch and that of our proposed TRNG.

Mathematically, pswitch can be represented as the sum of deterministic switch and entropy source (e.g., thermal noise). The pswitch acts as a one-input Boolean function $F$ that
maps input in \{0, 1\} space to the random output in \{0, 1\} space viz., \( F : \{0, 1\} \rightarrow \{0, 1\} \). If we denote \( x_{bin}(t_0) \) as the one-bit binary input at time \( t_0 \) and \( y_{bin}(t_1) \) as output of a pswitch at some later time \( t_1 \), the input-output relation can be summarized as: \( y_{bin}(t_1) = F(x_{bin}(t_0)) \), with probability \( p \in (0.5, 1) \) and \( y_{bin}(t_1) = F^c(x_{bin}(t_0)) \), with probability \( 1 - p \), where, \( p \) is the probability of correctness of pswitch. Since, pswitch is a probabilistic inverter, a correct functioning of pswitch generates correct output for a given input. So, the probability of correctness can be defined as conditional probability that pswitch generates correct output for a given input. So, if \( V_{out} \) is output voltage of pswitch and \( V_{in} \) is input voltage of pswitch, then \( p \) can be written as \( \text{Prob}(V_{out} = \text{HIGH} | V_{in} = \text{LOW}) \) or \( \text{Prob}(V_{out} = \text{LOW} | V_{in} = \text{HIGH}) \). For a pswitch to act as a random number generator, the value of \( p \) must be in close proximity to the ideal value of 0.5.

A PC MOS inverter transforms a continuous-time input voltage into a continuous-time output voltage. However, a pswitch is required to produce digital output values. This can be accomplished by digitizing the continuous-time output signal of the PC MOS inverter at some sampling frequency \( f_s \). The continuous-time output signal \( V_{out} \) is digitized using the following relation: the digital output \( Y(t) = 1 \), if \( V_{out} \geq V_m \) and \( Y(t) = 0 \), otherwise. Here, \( V_m \) is the midpoint voltage of the CMOS inverter whose value is affected by PVT variations [12].

B. Analytical modeling of the pswitch

We build pswitch by coupling thermal noise to the input of the conventional CMOS inverter. To model the pswitch, we need to have a model to characterize the thermal noise. We follow the approach of [8], [13] to model thermal noise, where, noise is considered to be a random process characterized by a Gaussian distribution with zero mean and a standard deviation of \( \sigma_{th} \) where, \( \sigma_{th} \) is the root mean square (RMS) value of the noise. Furthermore, we consider thermal noise to be a white noise which has a constant power spectral density in the frequency of interest.

In modeling the probability of correctness of an inverter coupled with thermal noise, we follow the approach of [8]. The probability of correctness is modeled as shown in Eq. 1.

\[
p = \frac{1}{2} + \frac{1}{4} \text{erf}\left(\frac{V_m}{\sqrt{2} \sigma_{th}}\right) + \frac{1}{4} \text{erf}\left(\frac{V_{dd} - V_m}{\sqrt{2} \sigma_{th}}\right)
\]

where, \( V_{dd} \) is supply voltage, \( V_m \) is midpoint voltage, \( \sigma_{th} \) is RMS value of thermal noise, \( \text{erf}(x) \) is the error function.

From [9], the bound for the probability of correctness is found to be \( p < 1 - 0.28e^{-1.275 \frac{V_{dd}^2}{\sigma_{th}^2}} \). In the following, we study the effect of PVT variations on the probability of correctness of our pswitch.

Effect of Temperature Variation: The \( V_{th} \) and RMS value of thermal noise change with the operating temperature [14]. To study the variation of the probability of correctness and bit-entropy with temperature, we have run a simulation using the model of Eq. 1, the result of which are depicted in Fig. 2(a) for 28nm process. As indicated by the graph, the probability of correctness moves towards 0.5 and bit-entropy moves towards 1 as the temperature increases. This is because the RMS value of noise increases with the increase in temperature and the pswitch behaves more like a thermal noise. At the normal room temperature, the probability of correctness is in the range [0.7 – 0.8] which results in reduced entropy value to lie in the range [0.8 – 0.9]. This concludes that at normal room temperature pswitch is not a good random number generator and we need a higher RMS value of noise to make the probability of correctness go towards the ideal value of 0.5. To compute bit-entropy (\( h \)), we have used the relation, \( h = -\log_2(p) \cdot p - \log_2(1 - p) \cdot (1 - p) \). The values of \( V_{dd} \) and \( V_{th} \) used in the calculation are shown in Table I.

<table>
<thead>
<tr>
<th>Technology</th>
<th>TSMC 65nm</th>
<th>TSMC 28nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverter fan-out</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Load capacitance (fF)</td>
<td>17.20</td>
<td>9.44</td>
</tr>
<tr>
<td>Nominal Vdd (V)</td>
<td>0.9 – 1.2</td>
<td>0.8 – 1.1</td>
</tr>
<tr>
<td>(W/L)$_{pmos}$</td>
<td>0.35/0.07µm</td>
<td>0.20/0.024µm</td>
</tr>
<tr>
<td>(W/L)$_{nmos}$</td>
<td>0.21/0.07µm</td>
<td>0.12/0.024µm</td>
</tr>
<tr>
<td>RMS value of ( V_{th} ) noise, ( \sigma_{th} ) (V)</td>
<td>0.05 – 0.5</td>
<td>0.05 – 0.5</td>
</tr>
<tr>
<td>RMS value of ( V_{dd} ) noise, ( \sigma_p ) (V)</td>
<td>0.05 – 0.5</td>
<td>0.05 – 0.5</td>
</tr>
</tbody>
</table>

Effect of Threshold Voltage and Supply Voltage Variations:

The variation in \( V_{th} \) and \( V_{dd} \) [9] causes variation in the probability of correctness of a pswitch. Empirical evidence suggests that the variations in \( V_{th} \) can be modeled by a Gaussian distribution [9]. So, we model the \( V_{th} \) variations using a Gaussian distribution with 0 mean and standard deviation equal to 10% of the nominal \( V_{th} \). Power supply variation is modeled using power supply noise. For power supply noise, we assume it is normally distributed with 3\( \sigma_p \) equal to 10% of the the nominal \( V_{dd} \) [9] where \( \sigma_p \) is the RMS value of \( V_{dd} \) noise. We illustrate the effect of variation in \( V_{dd} \) and \( V_{th} \) on the bit-entropy and the probability of correctness of a pswitch implemented using 28nm technology in Fig. 2(b).
and (c), respectively. This figure is generated by running the model in Eq. 1. Fig. 2 (b) and (c) show that the variation in $V_{th}$ does not have a significant effect on bit-entropy and probability of correctness. However, the bit-entropy (Fig. 2(b)) decreases with the increase in $V_{dd}$ while the probability of correctness (Fig. 2(c)) increases with the increase in $V_{dd}$.

C. Validation of Analytical Model of Pswitch

To validate the analytical model of pswitch, we have performed circuit simulations in PSpice using models of inverters realized using Taiwan Semiconductor Manufacturing Company (TSMC) 65nm and 28nm processes. The simulation parameters are summarized in Table I. In our simulations, we inject thermal noise into the PSpice “netlist” in the form of a piecewise linear (PWL) voltage source. We derive the data points for the PWL source from a Gaussian distribution of random numbers generated by RStudio (coded in R). The noise pulse has identical rise and fall time and it is held constant for some amount of time. The noise is sampled at the beginning of the switching step, and it is held constant during switching. The sampling period of noise ($T_{sn}$) and that of the output voltage ($T_{so}$) are equal and are larger than the switching time ($T_{sw}$) of the inverter [8], [9]. The probability of correctness ($p$) of the pswitch is determined by sampling the output voltage at sampling frequency of ($1/T_{so}$), and is computed as follows,

$$p = \frac{\# \text{ of correct simulation points at sampling rate } 1/T_{so}}{\text{total } \# \text{ of simulation points at sampling rate } 1/T_{so}} \quad (2)$$

where the total number of samples is 18,000.

We choose the sampling frequency ($1/T_{so}$) to be 12 MHz for our pswitch of 65nm process and 16 MHz for 28nm process. We obtain output samples by running the simulation of the pswitch circuit in PSpice and plot the graph (Fig. 3) of the output voltage generated by our pswitch. As shown in Fig. 3, the probability of correctness for small thermal noise is around 0.9 while the probability of correctness moves towards 0.5 as we increase the RMS value of thermal noise. We determine that the thermal noise with RMS value of 0.4 V is a suitable choice which result in the probability of correctness equal to 0.55 for 65nm process. We have also analyzed the effect of variation of temperature and supply voltage on the probability of correctness of the circuit. Our simulation findings concur with the analytical findings presented in Section II-B.

III. HIGH-LEVEL ARCHITECTURE OF PROPOSED TRNG

Fig. 4 shows the high-level architecture of our proposed TRNG circuit. The main component of our TRNG is the probability stabilizer circuit which is made up of XOR gate, probability booster, and probability dropper circuits. The detailed architecture is discussed in Section IV. The stabilizer circuit takes source voltage as input. The source voltage can have a value from {HIGH, LOW} set. The stabilizer circuit then generates a corresponding output value which is again from {HIGH, LOW} set with a probability of correctness $p_s$. The output of the stabilizer is fed to a D-flipflop (DFF) which samples the output at a sampling frequency $f_s = 12$ MHz for 65nm process and $f_s = 16$ MHz for 28nm process.

IV. PROBABILITY BOOSTER, DROPPER, AND STABILIZER CIRCUITS AND THEIR ANALYTICAL MODEL

In this section, first we briefly go through basic series, parallel, and XOR circuits formed by connecting pswitches. We then discuss designing probability booster, dropper, and stabilizer circuits. Note that the use of pswitch in our work is just a case study. We can replace pswitch by any unreliable entropy source, such as memristor, spin-dice, etc., to design a reliable TRNG circuit.

A. Synthesizing Stochastic Switching Circuits using Pswitches

**Series and Parallel Circuits:** Let us consider two independent pswitches with the probability of correctness of $p_1$ and $p_2$, respectively. The series connection (Fig. 5(b)) of these two pswitches can produce correct output if both of the pswitches produce the correct output. Therefore, the probability that the series connection of pswitches produces correct output is the product of $p_1$ and $p_2$, i.e., $p_{s} = p_1 \cdot p_2$. If the two pswitches are connected in parallel (Fig. 5(c)), then the probability analysis is easier to perform considering the incorrect operation of the circuit. The parallel circuit produces incorrect output if any one of the pswitches produces incorrect output. So, the probability that a parallel connection of pswitches produces incorrect output is $p_{ic} = (1 - p_1) \cdot (1 - p_2)$. Therefore, the probability that the parallel connection of pswitches produce correct output is, $p_{c} = 1 - p_{ic} = p_1 + p_2 - (1 - p_1) \cdot (1 - p_2)$ [15].

**XOR Circuit:** Let us consider the circuit in Fig. 5(d) where the output of the two pswitches are fed into an XOR gate. Let, X and Y represent the independent random bits generated by the pswitches. Since pswitches are Bernoulli processes with
Given a set of pswitches with probability of correctness as \( \{ p_1, p_2, ..., p_{12} \} \in [0.1, 0.9] \) arranged in series-parallel connection as shown in Fig. 6, output probability of correctness \( p_a \) of this series-parallel connection of pswitches always lies in interval \([0.45, 0.99]\). This series-parallel combination of pswitches is named probability booster circuit.

In the following, we derive an expression for the probability of correctness of the probability booster circuit. Using the formula derived in Section IV-A, we can write the following equations for our probability booster circuit of Fig. 6, \( D_{sp1} = pr p_{12} + pr p_9 - pr p_{12} - pr p_9 \), \( D_{sp2} = p_9 p_{10} + p_9 p_{11} - p_9 p_{10} p_{11} \), and \( p_d = D_{sp1} + D_{sp2} - 2 D_{sp1} D_{sp2} \). Let us assume that the probability of correctness of all of the pswitches are same and is equal to \( p \). Then, using above expressions probability of correctness of all of the pswitches are same and is equal to \( p \). Here, the series-parallel connection of pswitches with probability \( p \) produces a circuit that has the probability of correctness approximately equal to \( p^2 \) which is less than \( p \). Thus, the circuit drops the probability of correctness.

Observation 3: Given a set of pswitches with probability of correctness as \( \{ p_1, p_2, ..., p_{12} \} \in [0.1, 0.9] \) arranged in series-parallel connection as shown in Fig. 6, output probability of correctness \( p_a \) of this series-parallel connection of pswitches always lies in interval \([0.45, 0.99]\). This series-parallel combination of pswitches is named probability dropper circuit.

To elucidate this observation, we derive an expression for the probability of correctness of the probability stabilizer circuit. The probability of correctness of the stabilizer circuit is the XOR of the probability of correctness of booster \( (p_b) \) and dropper \( (p_d) \) and can be expressed as \( p_s = p_b + p_d - 2 p_b p_d \). However, it is not apparent that \( p_s \) always lies in \([0.45, 0.99]\). Hence, in the following, we perform worst and average case analysis of the probability stabilizer circuit.

C. Analyzing the Worst-Case Behavior of Proposed Probability Stabilizer Circuit

From Section II, it is apparent that the probability of correctness \( p \) of a pswitch strictly lies in the interval \([0.5, 1]\) and varies with PVT variations. To represent the stochastic behavior of pswitch, in this section, we model our pswitch as a Beta-Bernoulli process where the variation of \( p \) is captured by Beta distribution and the process of generating a random bit from \([0, 1]\) space is captured by Bernoulli distribution. We choose Beta-Bernoulli distribution because with this distribution we can model the worst-case behavior of our pswitch where the probability of correctness of our pswitch changes with time because of PVT variations. Here, we first derive the probability density function of Beta-Bernoulli process and then discuss the findings of the worst-case analysis.

Let the probability of getting correct output from a pswitch be \( P \). Then, if we denote the output of pswitch by a random variable \( X \), \( X \) follows a Bernoulli distribution with probability \( P \). In real world implementation of a pswitch using PCMOS or memristor, the probability \( P \) is affected by supply voltage variation, manufacturing process variation, temperature variation, and the variation in thermal noise. Hence, we consider the probability \( P \) as a random variable following Beta distribution, \( P \sim Beta(a, b) \), with parameters \( a \) and \( b \). Then, the probability density function \( y(p) \) of the random variable \( P \) is \( y(p) = \frac{1}{B(a,b)}p^{a-1}(1-p)^{b-1}, p \in (0, 1) \), where, \( \beta(a,b) \) is the beta function and is a normalizing constant for the probability density function \( g(p) \). Therefore, given \( P = p \), the sequence \( X \) is a Bernoulli trials sequence with
success parameter $p$ where $p$ is generated by a random source following Beta distribution. We will refer to $X$ as the Beta-Bernoulli process with parameters $a$ and $b$. The distribution of $X$ is found to be $P(X_i = k|P) = a^k b^{1-k}$ with mean equal to $E[X_i] = a/(a+b) = P(X_i = 1|P) = P(X_i = 0|P)$ and variance equal to $Var(X_i) = a/(a+b) \cdot b/(a+b)$.

The expressions for probability booster, dropper, and stabilizer circuits derived in Section IV-B serve as our analytical model. To picture the nature of probability booster, dropper, and stabilizer circuits graphically, we have implemented this model in RStudio using R and have generated the graphs shown in Fig. 7. Each pswitch of the circuit in Fig. 6 is modeled as a Beta-Bernoulli process where the probability of correctness follows Beta distribution and pswitch acts as a Bernoulli process generating samples from $\{0, 1\}$ binary space. The parameters for the Beta distribution are selected randomly for all of the pswitches such that different pswitches will have entirely different probability distributions.

In our experiment, we have used 100,000 samples to compute the probability of correctness of booster, dropper, and stabilizer circuits and have averaged the results from 30 experiments. The probability of correctness values taken by booster, dropper, and stabilizer circuits are shown in Fig. 7. As shown in Fig. 7(a), the probability of correctness of booster circuit always lies in the interval $[0.6, 0.95]$ with a median value of 0.8. This is in accordance with the requirement of the booster circuit which generates a high value of probability of correctness. Fig. 7(b) depicts the probability of correctness of our dropper circuit. The probability of correctness values are spread in the interval $[0.1, 0.6]$ with a median of 0.46 which verifies that our dropper circuit can generate small values of probability. From Fig. 7(c), the probability of correctness of the stabilizer circuit ($p_s$) has a distribution centred at 0.48 which is illustrated by the median value in the box plot above the histogram. The box plot is small or compact in size which indicates that the values of $p_s$ are concentrated around the 0.5 value. The histogram shows the spread of $p_s$ which lies in the interval $[0.4, 0.7]$. However, the majority (97%) of the values lies in the interval $[0.47, 0.58]$. This is a desirable property of a TRNG circuit because the probability of correctness around 0.5 gives better bit-entropy and thus better randomness.

Fig. 7 shows the box plot of bit-entropy of the stabilizer circuit. The bit-entropy of the stabilizer circuit has a median value of 0.997 which is very close to the ideal value of 1 and almost all of the bit-entropy values lies within the interval $[0.97, 1]$. The box plot above the histogram in Fig. 7 shows many outliers which represent the combination of probabilities of pswitches that could hardly occur in a practical circuit, for example, some pswitches having a probability of correctness in the range $[0.18, 0.33]$ and others pswitches having a probability of correctness in the range $[0.90, 0.94]$. This combination of probabilities will not occur in a practical circuit because the stabilizer circuit is small and all of the components experience the same kind of operational conditions and external interference.

D. Analyzing the Average-Case Behavior of Proposed Probability Stabilizer Circuit

Worst-case analysis has many outliers due to non-practical values of pswitches. To verify that such cases would not occur in a practical circuit, we perform average-case behavior analysis. Here, to model a practical pswitch, we use the analytical model of pswitch introduced in Section II-B (Eq. 1) with the parameters listed in Table I for both the CMOS 65nm and 28nm processes. To generate a different probability of correctness for a different pswitch, we use a different RMS value of thermal noise.

Results reveal that for the dropper circuit, the probability of correctness always lies in the interval $[0.18, 0.5]$ with a median value of 0.35. The probability of correctness for the booster circuit always lies in the interval $[0.45, 1]$ with a median value 0.73. For the stabilizer circuit, the probability of correctness is crowded around the median value of 0.52 and it spreads inside the interval $[0.45, 0.55]$. The majority of bit-entropy values of the stabilizer circuit lie in the interval $[0.998, 1]$. This verifies that our probability stabilizer generates random bits with very high bit-entropy. Furthermore, results reveal that the box plot in average case analysis has few outliers. This is because we have used the analytical model of pswitch to generate the values of probability of correctness. The values generated by the model are always realistic, and our model for probability stabilizer works well for these realistic values.

E. Validation of Analytical Model of Probability Stabilizer and Proposed TRNG Circuit

To validate our analytical model, we have implemented the probability stabilizer circuit in PSpice for 65nm and 28nm processes. We have used the schematic of pswitch as described in Section II-C with one modification. The modification is that we have created pswitches that have different thermal noise coupled in their inputs such that different pswitches have different values of probability of correctness. We have done
this to verify our analytical model (Section IV-C and IV-D) and to show that our TRNG circuit can have pswitch (or entropy source) with any value of probability of correctness and can still produce output bitstream with very high bit-entropy. The simulation parameters are listed in Table I and simulation procedure is the same as the one described in Section II-C. To carry out functional verification of final TRNG circuit, we set the RMS value of noise to be zero for all of the pswitches and check the correctness in input-output behavior. After the functional verification, we have implemented the schematic of our probability stabilizer in 65nm and 28nm processes using Cadence Virtuoso Layout tool. Fig. 9 shows the layout of TRNG circuit implemented using TSMC 28nm process.

Functional Verification of Stabilizer Circuit: Fig. 8 shows the output waveform of the stabilizer circuit. We have sampled this output at the sampling frequency ($f_s$) of 12 MHz for 65nm and 16 MHz for 28nm process. We have used Eq. 2 to compute the probability of correctness of our stabilizer circuit. The probability of correctness for the stabilizer implemented using 65nm and 28nm processes are calculated to be 0.562 and 0.574, respectively. This verifies the claim that we made in Section IV about our stabilizer circuit. The bit-entropy of the circuit simulated for 65nm is around 0.972 and for 28nm is around 0.984. This result corroborates with the result from our analytical findings in Section IV. The data rate of the TRNG designed using 65nm process is observed to be around 10 Mbps and the data rate for TRNG designed using 28nm process is around 16 Mbps.

Resistance Against Temperature Variation: Fig. 10 shows that as the temperature increases, the probability of correctness of booster and dropper circuits increases. However, the probability of correctness of the stabilizer circuit stays in the neighborhood of 0.5. The bit-entropy of the booster circuit keeps on decreasing with temperature because the probability of correctness for the booster circuit increases with temperature. For the dropper circuit, as its probability of correctness moves towards 0.5 value with rise in temperature, its bit-entropy moves towards the ideal value of 1. For the stabilizer circuit, the bit-entropy is around the ideal value of 1.

Resistance Against Supply Voltage Variation: Fig. 11 and Fig. 12 depict the effect of variation of $V_{dd}$ on the probability of correctness and bit-entropy of booster, dropper, and stabilizer circuits implemented using 28nm process. The variation in $V_{dd}$ is modeled as $V_{dd}$ noise with RMS value $\sigma_p$ and we assume that $V_{dd}$ noise has normal distribution with zero mean and $\sigma_p$ standard deviation where $3\sigma_p$ equals to 10% of nominal $V_{dd}$. To analyze the worst case behavior, we use different nominal value of $V_{dd}$ and different $\sigma_p$ for different pswitch. The range of values of $\sigma_p$ and $V_{dd}$ are shown in Table I. In our experiment, the value of $V_{dd}$ varies in the interval [0.47, 1.81] for 65nm process and in the interval [0.42, 1.43] for 28nm process. As shown in Fig. 11(a), the probability of correctness for the booster circuit spreads above 0.5, and for the dropper circuit, the probability of correctness spreads below 0.5 for various values of $V_{dd}$ (refer Table I). Fig. 11(b) is a zoomed version of Fig. 11(a) where we show the fluctuation in the of probability of correctness of the stabilizer circuit with variation in $V_{dd}$. The figure confirms that the probability of correctness lies well within 0.5. Note that these figures do not show x-axis because we have 12 different types of variations in $V_{dd}$ values for 12 different pswitches which need a 12D plot to show the trend of probability of correctness (or bit-entropy) with respect to $V_{dd}$ variation. Hence, we have just plotted the probability of correctness and bit-entropy as points in 2D space.

NIST Randomness Test: To evaluate the randomness of our TRNG, we have tested bitstreams of a million bits using...
using a pswitch as a source of entropy. From our analytical modeling, we can claim that our proposed TRNG circuit can be used with any other entropy sources such as memristor, magnetic tunnel junction, etc., without loss of probabilistic behavior of the final TRNG circuit. Using the NIST SP 800-22 test suite for randomness, we demonstrate that the output of our proposed TRNG circuit is statistically random with 99% confidence levels.
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V. Conclusion

In this paper, we propose a generic architecture for TRNG that is robust against the PVT variations and is resistant to noninvasive fault attacks such as varying the supply voltage and operating temperature. The proposed architecture of the TRNG is a generic architecture in the sense that it can be used with any unreliable entropy source to design a reliable TRNG. The fundamental component of our TRNG is a probability stabilizer circuit which is made up of probability dropper and probability booster circuits. The simulation results and empirical data from the analytical model shows that the bit-entropy of our proposed TRNG always lies strictly in the interval [0.998, 1] for both 65nm and 28nm processes. As a case study, we have analyzed our proposed TRNG architecture

![Figure 12](image_url) (a) Scatter plot for variation of bit-entropy of booster, dropper, and stabilizer circuits for 28nm process due to $V_{dd}$ variation. (b) The bit-entropy variation plot in (a) zoomed around 0.5 value.

![Figure 13](image_url) (a) NIST test suite results for the proposed TRNG. The numbers 1 to 15 respectively represents frequency, block frequency, runs, longest runs of 1s, binary matrix rank, DFT, non-overlapping template, overlapping template, Maurer’s universal, linear complexity, serial, approximate entropy, cumulative sums, random excursions, and random excursion variant tests. (a) $298K$, nominal process, (b) $373K$, +20% $\Delta p$, (c) $373K$, -20% $\Delta p$. Here, $\Delta p$ represents process variation.

NIST’s SP 800-22 statistical test suite for the validation of our TRNG circuit. We generate bitstreams by sampling the analog output of our TRNG circuit. Further, we perform this test for bitstreams generated from various process and temperature corners to appraise the PVT performance of our TRNG. We have tested a total of 10 binary sequences for each scenario. We observe that the generated bitstreams pass all the NIST tests for the various process and temperature corners (Fig. 13), where a pass is deemed to be a p-value $\geq 0.01$, implying 99% confidence levels.
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